Abstract

Queue computers are a viable option for embedded systems design. Queue computers feature a dense instruction set, high parallelism, low hardware complexity. In this paper we propose an optimization technique to reduce the overhead of long reaching definitions of variables in queue processors. Long reaching definitions have direct relationship with the queue register file utilization of the processor, and also to the bits in the instruction set reserved to reference operands. Using integer and embedded benchmarks, we demonstrate that our technique effectively reduces the length of reaching definitions up to 90%.

1. Introduction

Queue computing [14, 2, 12, 13] is a novel computer architecture alternative for embedded systems. Instructions of a queue processor implicitly reference their operands making instructions short in length and free of false dependencies. Queue programs are generated from a level-order scheduling that exposes maximum parallelism found in the problem itself [5, 12].

Generating a queue program from a directed acyclic graph (DAG) of a basic block generates complications for the fundamental queue computing [7, 12, 8]. In our previous work we have proposed a producer order queue computer [14, 2] which allows operand to be read from anywhere in the queue with an offset reference relative to the head of the queue. The length of the offset determines the lifetime, in queue words, of a reaching definition. Long offsets have a negative effect on the proper utilization of the available queue register file and demand more bits to be reserved in the instruction format. In this paper we propose an algorithm implemented in the queue compiler infrastructure that effectively reduces the overhead of lengthy reaching definitions of variables. We demonstrate the effectiveness of our algorithm by compiling a set of well known benchmark programs and measuring the reduction of maximum offset length of memory store instructions.

2. Queue Computing

The Queue Computation Model (QCM) is the abstract definition of a computer that uses a first-in first-out queue data structure as the storage space to perform operations. Elements are written through the tail of the queue (QT) and elements are read through the head of the queue (QH). For correct evaluation of any expression the instruction sequence is given by a level-order traversal of the expressions’ parse tree [12] as shown in Figure 1. Starting from the deepest level towards the root level, all nodes are visited from left to right.

![Figure 1. Level-order scheduling of parse tree](image)

Although evaluating an expression from its directed acyclic graph is done in the same manner, it introduces some complications that require heuristic algorithms to level-planarize the data flow graph [13, 7, 8] or the enhancement of the instruction set of a queue processor. In our previous work [14, 2], we have proposed the Producer Order QCM. Such model allows the operands to be read from any location in the queue specified by an offset reference relative to the QH position. The hardware calculates the physical location of the operand by adding the QH with the offset reference. The rule to write operands remains fixed at the QT.
Figure 2(b) shows the generated producer order queue code to evaluate the expression’s DAG. Notice that arithmetic operations (add, sub, div) have two operands representing the offset reference from where to read each operand. And Figure 2(c) shows the queue contents after executing the marked instructions. For example, the add 0, 1 instruction reads its first operand, a, from QH+0. And its second operand, b, from QH+1. Graphically, for the sub -1, 0, its first operand b is on the left of QH since it was utilized by a previous instruction. Thus, the offset reference for its first operand is QH−1, and for its second operand c is QH+0.
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**Figure 2. Level-order scheduling of DAG with producer order instructions**

Our previous work also includes the development of the Queue Compiler Infrastructure [5]. The queue compiler is responsible of scheduling the program in level-order manner and computing the offset references for every instruction.

3. Reducing the Effects of Redundancy Elimination in Queue Processors

Common-subexpression elimination (CSE) is a classical compiler optimization [3, 11] that reduces execution time by removing redundant computations. The program is analyzed for occurrences of identical computations and replaces the second and later occurrences of them with uses of a temporary holding the common-subexpression. The goal of common-subexpression elimination is to improve execution time by replacing redundant operations with uses of stored temporaries. Let the following expressions form a basic block:

<table>
<thead>
<tr>
<th>Basic Block</th>
</tr>
</thead>
<tbody>
<tr>
<td>(S_1: \ x = a + b)</td>
</tr>
<tr>
<td>(S_2: \ y = 1)</td>
</tr>
<tr>
<td>(S_3: \ z = 2)</td>
</tr>
<tr>
<td>(S_3: \ w = a + b)</td>
</tr>
</tbody>
</table>

CSE finds that the subexpression “\(a + b\)” is common for statements \(S_1, S_3\) in the basic block. A temporary \(T\) is generated holding the common subexpression “\(a + b\)” and the common subexpression in \(S_1, S_3\) is replaced by uses of \(T\) as shown in Figure 3(b). However, the last instruction that stores \(w\) requires an offset reference of \(-3\) to read the value of the common subexpression. The lifetime of the subexpression “\(a+b\)” is three queue words since all data between the definition and the last use of a variable cannot be discarded. Therefore, the offset references, or lifetime of reaching definitions, have direct effect over the queue utilization of a queue processor. Since a queue processor potentially features a reduced bit-width instruction set, the cost of reserving bits for offset references in memory instructions is high. Therefore, optimizing the reaching definitions of variables by reducing the offset length contributes to an efficient utilization of the queue register file and allows the instruction set to remain short.

![Non-Optimized code](image4)
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**Figure 3. Redundancy elimination enlarges the reaching definitions of variables**

The basic idea to reduce the offset length in a queue program is by moving the memory store instructions close to the definition of the variable. This can be done by moving the instructions to deeper levels as shown in Figure 3. The offset for the second definition of “\(x\)” in level \(L_0\) is \(-n\), after relocating the variable to level \(L_{n+3}\) the offset is reduced to \(-1\). Nevertheless, the relocation of instructions
in the data flow graph must be carefully done in order to keep all data dependencies including the aliased variables as illustrated with the following two basic blocks:

<table>
<thead>
<tr>
<th>Basic Block 1</th>
<th>Basic Block 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S_1 ): ( x_1 = a + b )</td>
<td>( p_0 = x_0 )</td>
</tr>
<tr>
<td>( S_2 ): ( i = 1 )</td>
<td>( x_1 = a + b )</td>
</tr>
<tr>
<td>( S_3 ): ( x_2 = 1 )</td>
<td>( *p_1 = c )</td>
</tr>
<tr>
<td>( S_4 ): ( c = 1 )</td>
<td>( d = 1 )</td>
</tr>
<tr>
<td>( S_5 ): ( x_3 = a + b )</td>
<td>( x_2 = a + b )</td>
</tr>
</tbody>
</table>

The CSE algorithm finds the \("a + b\" subexpression common for statements \( S_1, S_5 \) in basic block 1. Ideally the resulting long offset of \( S_5 \) could be reduced to \(-1\) but there is a write-after-write data dependency between \( x_2 \) and \( x_3 \). Therefore, the deepest level where \( x_3 \) can be relocated without altering the semantics of the program is to the level of \( x_2 \) as shown in Figure 5(a). The basic block 2 shows the case when a memory alias limits our optimization. In this case the CSE discovers the common subexpression for statements \( S_2, S_5 \), our optimization attempts to shorten the offset reference for \( x_2 \) by relocating to a deeper level. A more careful analysis of the basic block shows that there is a data dependency between \( p_1 \) and \( x_2 \) since \( p \) dereferences \( q \). Figure 5(b) shows the place on which \( x_2 \) can be safely relocated.

![Figure 4. Reducing the length of reaching definitions by relocating the memory store into a deeper level.](image)

Our proposed algorithm is listed in Algorithm 1. The input is a linear intermediate representation of the program. The algorithm scans the instruction list for memory store operations. If the offset of a store operation is not zero then the proper actions are taken. If no dependency is found the store can be relocated next to the last use of the right hand side of the assignment. If a data dependency is found then the new position is determined by the dependency analysis. For either case, the new offset must be recalculated with the \( \delta \) function [5].

#### Algorithm 1 shorten_stores (ProgramList \( p \))

**Require:** ProgramList \( p \) \( \neq \) nil

1: repeat
2: if isStore (\( p \)) AND Offset (\( p \)) \( > \) 0 then
3: child \( \leftarrow \) p.child
4: newpos \( \leftarrow \) getLastUse (child)
5: if !Dependency (\( p \), &newpos) AND !AliasedDependency (\( p \), &newpos) then
6: Relocate (newpos, \( p \))
7: Offset (\( p \)) \( \leftarrow \) \( \delta \) (newpos, child)
8: else
9: RelocateSafe (newpos, \( p \))
10: Offset (\( p \)) \( \leftarrow \) \( \delta \) (newpos, child)
11: end if
12: end if
13: until EndOfProgram \( p \)

4. Results

We implemented the proposed algorithm to shorten the offset references of memory store instructions in the Queue Compiler Infrastructure [5]. To evaluate the effectiveness of our technique we selected twelve benchmarks from SPEC CINT95 [6] and MediaBench [10] suites and measured the reduction of the maximum offset reference for store operations.

Figure 4 shows the reduction of offset reference length for the selected benchmarks. The left column represents the maximum offset value for the original code optimized with common-subexpression elimination. The right column represents the maximum offset value for the code optimized with the transformation presented in this paper. From these results we can observe that our transformation significantly reduces the offset length of the memory store instructions. For example, the 147.vortex program the maximum offset is reduced from 230 to 13. For SPEC benchmarks, after the
offset references are reduced, the maximum values are kept under 25. For all MediaBench programs, our optimization effectively reduces the offset length by more than 50%.

![Figure 6. Maximum offset length reduction](image)

To show the potential of the queue computing for the embedded domain, we compiled a set of embedded benchmark programs targeting the QueueCore processor [1]. The QueueCore is a 32-bit processor with 16-bit instructions. We compare the resulting code size with the code generated for MIPS I [9] and for Pentium [4]. The results are normalized to one using the MIPS I code size as the baseline. The density of the programs for the QueueCore processor are, in average, about 50% more compact than RISC code. And about 15% more compact than CISC code.

![Figure 7. Normalized code size for a set of embedded applications](image)

5. Conclusions

In this paper we presented a method to reduce the lifetime of reaching definitions in queue processors. Long reaching definitions have detrimental effect on the queue utilization and the instruction set requirements of a producer order queue processor. We developed and implemented the algorithm to reduce the offset references of memory store instructions and measured its effectiveness with a set of benchmark programs. Our experimental results show that the length of the offset references can be reduced up to 90% for some applications. Furthermore, we demonstrated the potential of the reduced bit-width instruction set of queue processors for the embedded world by comparing the code size against two conventional processors. In average, a queue processor achieves about 50% denser code than a conventional RISC machine, and about 15% denser code than a conventional CISC machine.
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