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Abstract—We show that the use of Schur complement lemma to derive equivalent convex constraints to those non-convex in (54) and (55) of the above paper is not valid. In this comment, an alternative approach is presented to convexify those constraints.
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I. INTRODUCTION
In [1], the authors studied coordinated beamforming designs for mixed RF/VLC heterogeneous networks from the perspective of energy efficiency. In particular for the case imperfect channel state information (CSI), a robust beamforming was formulated to take into account the channel estimation errors. The nature of this robust design essentially gave rise to infinitely many non-convex constraints, which render the optimal solution infeasible. To handle this, the S-procedure [2] and Schur complement lemma [2], [3] were used. Unfortunately, the use of Schur complement lemma as presented by the authors is not valid since a condition for the lemma being applicable does not hold. As a result, the derived convex constraints are not equivalent to the original non-convex ones. In this comment, we propose an alternative approach, which uses semidefinite relaxation (SDR) technique [4], to convexify the non-convex constraints.

II. THE SCHUR COMPLEMENT LEMMA
Using the S-procedure, the infinitely many constraints [1, (54)] and [1, (55)] are reformulated into a finite number of positive-semidefinite constraints as
\[
\begin{align*}
\lambda_k I_N + w_k w_k^T - \lambda_k (\varepsilon_k^T)^2 + h_k^T w_k w_k^T h_k - \rho_k & \succeq 0, \\
\lambda_k I_{N_x} + v_k v_k^H - \lambda_k (\varepsilon_k^T)^2 + g_k^H v_k v_k^H g_k - z_k, k & \succeq 0,
\end{align*}
\]
(1)
(2)

The above constraints are not convex due to quadratic forms in each matrix. The authors then made use of the Schur complement lemma to obtain the claimed equivalent convex constraints. The lemma cited from [3, Lemma 18] states that:

Schur complement lemma [3]: Suppose \(A, B, C, D\) are respectively \(n \times n, n \times p, p \times n\) and \(p \times p\) matrices, and \(A\) is invertible. Let
\[
M = \begin{bmatrix} A & B \\ C & D \end{bmatrix}
\]
so that \(M\) is a \((n+p) \times (n+p)\) matrix. The Schur complement of the block \(D\) of the matrix \(M\) is the \(n \times n\) matrix
\[
D - CA^{-1}B.
\]
(3)

Let \(D\) be positive definite. Then \(M\) is positive semi-definite if and only if the Schur complement of \(D\) in \(M\) is positive semi-definite.

The lemma can also be equivalently stated as in the authors’ paper: The Schur complement of the block \(A\) of the matrix \(M\) is the \(p \times p\) matrix
\[
D - CA^{-1}B.
\]
(4)

Applying the above stated lemma to (1) with \(A = 1, B = \begin{bmatrix} w_k^T & \left(h_k^T w_k \right)^T \end{bmatrix}, C = \begin{bmatrix} -w_k & -h_k^T w_k \end{bmatrix}, \) and \(D = \begin{bmatrix} \lambda_k I_N & 0 \\ 0 & -\rho_k - \lambda_k (\varepsilon_k^T)^2 \end{bmatrix}\), we obtain the constraint [1, (59)] (similarly for constraints [1, (60)] and [1, (61)]). However, the above mentioned Schur complement lemma as the authors cited from [3] is not in its correct form. In fact, the correct statement of the lemma requires that \(C\) is the transpose of \(B\) [2, pp. 650]. Obviously, this is not always the case for constraints [1, (59)] and [1, (60)]. Hence, [1, (54)] and [1, (55)] are, in general, not equivalent to [1, (59)] and [1, (60)] as claimed by the authors. More importantly, the use of [1, (54)] and [1, (55)] would result in an infeasibility of the original problem [1, Problem (62)]. Indeed, it is obvious to see that the only possible values of \(w_k\) and \(v_k\) satisfying \([1, (54)]\) and \([1, (55)]\) respectively are \(w_k = 0\) and \(v_k = 0\). The resulting \(R_{k}^{L}_{c}\{w_k\}\) and \(R_{k}^{R}_{c}\{v_k\}\) are thus 0 as well. Hence, the constraint \([1, (13b)]\) can not be satisfied unless \(\Gamma_k = 0\), which however makes the energy efficiency be 0.

III. ALTERNATIVE APPROACH
In this section, we present an alternative approach using SDR technique. SDR works by introducing \(W_k = w_k w_k^T\)
In [1], two algorithms were proposed to solve the robust beamforming design, namely: Robust Dinkelbach Algorithm Combined with Successive Convex Approximation (SCA) and Robust Low-Complexity SCA Algorithm. For brevity, we describe the use of SDR for the former in the following. The use of SDR for the latter follows the same manner.

Similar to [1, Problem (62)], however with the use of (6), (7), and (8), the algorithm involves solving the following surrogate problem

\[ Q_{(k)} = \max_{V_L, V_k, e_k, z_k} \left( \sum_{k=1}^{K} r_{V^L} + \sum_{k=1}^{K} r_{R^F} \right) - \eta \left( P_{V^L} + P_{R^F} + \xi_1 \sum_{k=1}^{K} \text{Tr} (W_k) + \xi_2 \sum_{k=1}^{K} \text{Tr} (V_k) \right), \]

s.t. \( r_{V^L} = \frac{1}{2} \log_2 \left( 1 + \frac{2 \rho_k}{\tau \sigma^2_k} \right), \forall k, \)

\( r_{R^F} = \frac{1}{2} \log_2 \left( 1 + \frac{e^{\alpha_k}}{\ln 2 \left( 1 + e^{\alpha_k} \right)} \right), \forall k, \)

\( e^{\alpha_k} \leq \beta_k + \beta_k + 1 \geq \sum_{j \neq k} z_{k,j} + \sigma^2_{\max}, \forall k, \)

\( \sum_{k=1}^{K} e_k^T W_k e_n \leq \left( \min \{p_n, p_n - p_{\max} \} \right)^2, \forall n, \)

\( \sum_{k=1}^{K} \text{Tr} (V_k) \leq P_{R^F, \text{max}}, \)

\( \text{rank} (W_k) = \text{rank} (V_k) = 1, \forall k, \)

\( V_k \succeq 0, \forall k, \)

\( V_k \preceq 0, \forall k, \)

\( V_k \succeq 0, \forall k, \)

\( \text{rank} (W_k) = 1, \forall k, \)

\( \text{rank} (W_k) = 1, \forall k. \)

It should be noted that the original constraint [1, (13d)] can not be equivalently represented in terms of \( W_k \). Instead, due to \( \sum_{k=1}^{K} e_k^T W_k e_n \), we replace it by a more stringent constraint (9). As a result, problem (9) generally gives a lower bound solution to the original problem [1, Problem(43)]. It is seen that except (9a) and (9g), all constraints (9b)-(9n) are convex. Thus, we omit (9a), (9g) and solve the following convex optimization problem

\[ \gamma (W_k, V_k) = \max_{W_k, V_k} \left( \sum_{k=1}^{K} r_{V^L} + \sum_{k=1}^{K} r_{R^F} \right) - \eta \left( P_{V^L} + P_{R^F} + \xi_1 \sum_{k=1}^{K} \text{Tr} (W_k) + \xi_2 \sum_{k=1}^{K} \text{Tr} (V_k) \right), \]

s.t. (9b)-(9n) \( - \eta \left( P_{V^L} + P_{R^F} + \xi_1 \sum_{k=1}^{K} \text{Tr} (W_k) + \xi_2 \sum_{k=1}^{K} \text{Tr} (V_k) \right) \),

The remaining issue now is to verify whether the solution to (10) is also optimal for (9). Indeed, the following theorem proves the equivalence of the two problems.

**Theorem 1:** If problem (10) is feasible then its optimal solutions \( W_k^* \) and \( V_k^* \) always satisfy that \( \text{rank} (W_k^*) = 1 \) and \( \text{rank} (V_k^*) = 1 \).

For brevity, we omit the proof of this theorem in this comment. Interested readers may find it in [5]. In addition, one can realize that an upper bound solution to [1, Problem(43)] can be given by replacing [1, (13d)] by a looser constraint as \( \sum_{k=1}^{K} e_k^T W_k e_n \leq \sum_{k=1}^{K} e_k^T W_k e_n \). This constraint replacement, however, does not change the conclusion of Theorem 1.

**IV. CONCLUSION**

In this comment, we showed that the use of Schur complement lemma to derive equivalent convex constraints to [1, (54)] and [1, (55)] is not valid. While the two proposed algorithms (i.e. [1, Algorithm 4 and Algorithm 5]) is still applicable in the sense that their convergence properties are unchanged, without the mentioned equivalence, the numerical results related to the robust beamforming design (i.e. Figs. 7, 8, 9, and 10) may not be valid [5].
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Abstract—In this note, we present a proof of Theorem 1 and numerical examples to demonstrate the feasibility of our proposed approach in [1].

I. PROOF OF THEOREM 1 [1]

Let us recall [1, Problem (10)] written as follows

\[ Q_{\Omega}(\Phi) \triangleq \max \sum_{k=1}^{K} \left( \sum_{i=1}^{r_k} r_{\text{VLC}} + \sum_{i=1}^{r_k} r_{\text{RF}} \right) - \eta \left( P_{\text{RF}} + \xi \sum_{k=1}^{K} \text{Tr}(W_k) + \zeta \sum_{k=1}^{K} \text{Tr}(V_k) \right) \]

s.t. \( r_{\text{VLC}} \leq \frac{1}{2} \log_2 \left( 1 + \frac{2\rho_k}{\pi_k \sigma_k^2} \right), \forall k, \)

\[ r_{\text{RF}} \leq \log_2 \left( 1 + e^{\alpha_k} \right) + e^{\alpha_k} (\alpha_k - \alpha_k) k 2 \ln 2 \left( 1 + e^{\alpha_k} \right), \forall k, \]

\[ e^{\alpha_k} + \beta_k \leq \max_i z_{k,i}, \forall k, \]

\[ e^{\beta_k} (\beta_k - \beta_k + 1) \geq \sum_{j \neq k} z_{k,j} + \sigma_{\alpha_k}, \forall k, \]

\[ \sum_{k=1}^{K} e_k^T W_k e_n \leq \min \{ p_n, p_n-p_{\text{max}} \}^2, \forall n, \]

\[ \sum_{k=1}^{K} \text{Tr}(V_k) \leq P_{\text{RF},\text{max}}, \]

\[ \tilde{h}_k W_k \tilde{h}_k = 0, \forall i \neq k, \]

\[ r_{\text{VLC}} + r_{\text{RF}} \geq \Gamma_k, \forall k, \]

\[ \lambda_k I_N + W_k \tilde{h}_k \leq 0, \forall k, \]

\[ \left( \lambda_k I_N + W_k \right) \tilde{h}_k = 0, \forall k, \]

\[ \left( \lambda_k I_N + W_k \right) \tilde{h}_k = 0, \forall k, \]

\[ W_k \geq 0, \forall k, \]

\[ V_k \geq 0, \forall k, \]

We first proof that the optimal \( W_k^* \) satisfies \( \text{rank}(W^*) = 1 \). The Karush-Kuhn-Tucker (KKT) equations relevant to the optimal \( W_k^* \) are given by

\[ X_k^* \left( \begin{bmatrix} \lambda_k I_N & 0_N \\ 0_N & \lambda_k W_k \end{bmatrix} - \lambda_k I_N \right) \tilde{h}_k \leq 0, \forall k, \]

\[ X_k^* \left( \begin{bmatrix} \lambda_k I_N & 0_N \\ 0_N & \lambda_k W_k \end{bmatrix} - \lambda_k I_N \right) \tilde{h}_k = 0, \forall k, \]

where \( \{\varphi_k^n\}, \{\omega_k^n\}, X_k^+, X_k^* \) are the optimal solutions to the respective dual variables \( i.e., \{\varphi_k^n\} \geq 0, \{\omega_k^n\} \geq 0, X_k^+ \geq 0, X_k^* \geq 0 \) associated with constraints (1f), (1h), (1f), and (1m). At the optimal solution, let \( \Delta h_k^* \) be the error vector that \( \left( \tilde{h}_k^* + \Delta h_k^* \right) W_k^* \tilde{h}_k + \Delta h_k^* \) = \( \rho_k^* \), \( \left( \tilde{h}_k^* + \Delta h_k^* \right) V_k^* \) \( \left( \tilde{h}_k^* + \Delta h_k^* \right) \) and let \( A_k = \left( \begin{bmatrix} \lambda_k^* I_N + W_k^* \\ \tilde{h}_k^* W_k^* - \lambda_k^* (\tilde{h}_k^*)^2 + \tilde{h}_k^* W_k^* \tilde{h}_k - \rho_k^* \end{bmatrix} \right) \).

Since \( \|\Delta h_k^*\|^2 - (\tilde{h}_k^*)^2 \geq 0 \), we conclude that \( \lambda_k^* (\|\Delta h_k^*\|^2 - (\tilde{h}_k^*)^2) = 0 \). As a result, we get

\[ \left( \begin{bmatrix} \lambda_k^* I_N + W_k^* \\ \tilde{h}_k^* W_k^* - \lambda_k^* (\tilde{h}_k^*)^2 + \tilde{h}_k^* W_k^* \tilde{h}_k - \rho_k^* \end{bmatrix} \right) \]

\[ \text{rank}(A_k) = \text{rank} \left( \begin{bmatrix} \lambda_k^* I_N + W_k^* \\ \tilde{h}_k^* W_k^* - \lambda_k^* (\tilde{h}_k^*)^2 + \tilde{h}_k^* W_k^* \tilde{h}_k - \rho_k^* \end{bmatrix} \right) \].

If \( \lambda_k^* = 0 \) then

\[ \left( \begin{bmatrix} \lambda_k^* I_N + W_k^* \\ \tilde{h}_k^* W_k^* - \lambda_k^* (\tilde{h}_k^*)^2 + \tilde{h}_k^* W_k^* \tilde{h}_k - \rho_k^* \end{bmatrix} \right) \]

\[ \text{rank}(A_k) = \text{rank} \left( \begin{bmatrix} \lambda_k^* I_N + W_k^* \\ \tilde{h}_k^* W_k^* - \lambda_k^* (\tilde{h}_k^*)^2 + \tilde{h}_k^* W_k^* \tilde{h}_k - \rho_k^* \end{bmatrix} \right) \].
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which implies $W_k^* (h_k + \Delta h_k^*) = 0$, or, in other words $\left( h_k^T + \Delta h_k^T \right) V_{\text{rb}}^* (h_k + \Delta h_k^*) = 0$. As a result, $\left[ \Delta h_k^T 1 \right] \left[ W_k^* h_k^T W_k^T h_k - \rho_k^* \right] \left[ 1 \right] = \left( h_k^T + \Delta h_k^T \right) W_k^* (h_k + \Delta h_k^*) - \rho_k^* = -\rho_k^*$. This means $\rho_k^* = 0$, which obviously violates the constraint in (1b) as a positive VLC channel rate is assumed. Therefore, $\lambda_k^* > 0$, which results in rank ($A_k$) = $N$.

From (3), according to the rank-nullity theorem
\[ \text{rank} \left( X_{k}^{\star} \right) \leq \text{Nullity} \left( A_k \right) = \left( N + 1 \right) - \text{rank} \left( A_k \right) = 1. \] (9)

From (2), since $\{ \varphi_i^* \} \geq 0$, $\{ \omega_i^* \} \geq 0$, and $\xi_i > 0$ we have
\[ \text{rank} \left( X_{k}^{\star} + \hat{H}_k X_{k}^{\star} \hat{H}_k^T \right) \leq \text{rank} \left( X_{k}^{\star} \right) + \text{rank} \left( \hat{H}_k X_{k}^{\star} \hat{H}_k^T \right) \leq \text{rank} \left( X_{k}^{\star} \right) + 1. \] (10)

Also, $\text{rank} \left( X_{k}^{\star} + \hat{H}_k X_{k}^{\star} \hat{H}_k^T \right) \leq \text{rank} \left( X_{k}^{\star} \right) + 1$. Thus, $\text{rank} \left( X_{k}^{\star} \right) \geq N - 1$. Moreover, we can see from (4) that $\text{rank} \left( W_k^* \right) \leq \text{Nullity} \left( X_{k}^{\star} \right) = N - \text{rank} \left( X_{k}^{\star} \right) \leq 1$. If $\text{rank} \left( W_k^* \right) = 0$ then $W_k^* = 0$, hence $\rho_k^* = 0$, which does not satisfy the constraint in (1b). Therefore $\text{rank} \left( W_k^* \right) = 1$.

Following the same arguments, one can prove that the optimal $V_k^*$ always satisfies rank ($V_k^*$) = 1. This completes the proof. The beamformers $w_k$ and $v_k$ are then obtained by $w_k = \sqrt{\psi_w} q_w$ and $v_k = \sqrt{\psi_v} q_v$, where $q_w$ and $q_v$ are the eigenvectors of $W_k^*$ and $V_k^*$, which associate with the non-zero eigenvalues $\psi_w$ and $\psi_v$.

II. NUMERICAL EXAMPLES

In this section, numerical results are presented to demonstrate the feasibility of our proposed approach. All parameters are the same as in [2]. As the authors did not mention the noise power of the RF link, we choose the typical value $\sigma_1 = \ldots = \sigma_N = 10^{-2}$, which corresponds to the noise spectral density $N_0 = 10^{-14}$. For brevity, simulations are performed for the Robust Dinkelbach Algorithm Combined with SCA (i.e. [2, Algorithm 4]) with 1 user ($K = 1$) and 5 different random realizations of VLC and RF channels given in Table I. Initial points $\alpha_k = \beta_k = -1.5$, threshold $\Gamma_k = 2$, maximum iteration number $L_{\text{max}} = 50$, and error tolerance $\epsilon_d = 10^{-3}$ are chosen. Numerical results are obtained using CVX [3] with SDPT3 solver version 4.0 and given in Table I. As expected, the authors’ approach results in an infeasible design problem for all examined channel realizations while our approach gives explicit results of the beamformers $w_k$ and $v_k$.
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