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ABSTRACT
In this paper we consider a problem of bulk deployment
of similarly configured resources in given resource provider.
This problem often arises during testing of distributed enter-
prise applications, cloud services or infrastructure monitor-
ing software. Manual deployment of virtual infrastructure is
error-prone and time consuming when the infrastructure to
be deployed is considerably large (e.g. contains more than
100 resource instances). Special bulk deployment assistant
tools are very helpful for deployment of a large infrastruc-
ture to a resource provider. As a result of our examination
of major bulk deployment use cases, we present a software
implementation and its user interface. At this moment the
tool supports configuring a virtual infrastructure in VMware
vSphere, however the approach can be adopted for other re-
source providers (e.g. AWS, MS Azure, OpenStack, etc.).

Categories and Subject Descriptors
K.6.2 [Installation Management]: Computing equipment
management; D.2.5 [Testing and Debugging]: Testing
tools

General Terms
Experimentation

Keywords
VMware vSphere, Bulk deployment, Virtual infrastructure

1. INTRODUCTION
Rapidly growing hardware virtualization technologies have

enabled development of many different kinds of distributed
applications, including clustered enterprise applications and
cloud-based applications and services. Increasing capabili-
ties of these applications bring on their implementation com-
plexity and require intensive application testing. In many
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cases testing of distributed applications requires special tools
allowing developers to simulate high load conditions.

Let’s consider testing of cloud provider (e.g. OpenStack,
AWS, MS Azure, OpenShift, etc.) as an example. At some
point test engineer might need to deploy 1000 resource in-
stances (e.g. virtual machines in IaaS1 cloud or applica-
tion servers in PaaS2 cloud) in order to test that a provider
does not crash, there are no memory leaks or similar non
functional problems, especially in a case if the number of
deployed resources is considerably large. Another verifica-
tion issue is related to the question whether a cloud service
is scalable against available hardware resources. If there
had been a need for implementing such a test, an engineer
would have been allocating the available (virtual) hardware
resources (for instance, about 100 or even more virtual ma-
chines). Then the testing engineer would have made cloud
broker using all the available resources by deploying 10000
resource instances into the cloud. It’s obvious that deploying
such amount of resources into the cloud has to be automated
in order to minimize manual routine work (and therefore, to
minimize risks of deployment errors).

In this paper we consider VMware vSphere as a resource
provider. The tool we describe in this paper is intended
to support a software testing process in a company devel-
oping software for monitoring an infrastructure deployed in
VMware vSphere. Let us note that the monitoring software
is out of scope of this paper. In order to test this monitoring
application it is required to deploy a homogeneous hierarchy
of resources (which includes both resource pools and virtual
machines) where each node of the hierarchy has a number
of predefined parameters, while total number of nodes being
more than 50. In the following sections we give overview of
a resource hierarchy in VMware vSphere; we explain major
use cases supported by our solutions and we investigate the
issue of how this tool increases user performance and what
are its major particularities against existing tools like Veeam
Backup & Replication.

2. PROBLEM OF BULK DEPLOYMENT IN
VMWARE VSPHERE

Virtual infrastructure deployment in VMware vSphere in-
cludes virtual machines and resource pools creation and con-
figuration. Main settings of virtual machine are the follow-

1Infrastructure-as-a-Service
2Platform-as-a-Service
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Figure 1: Resources hierarchy in VMware vSphere.4

ing: machine name, number of CPUs, memory size, virtual
hard drive types and size[6]. The resource pool has only its
name as one configurable parameter. If we have a few virtual
instances (e.g less than 10 instances) it is not hard to config-
ure them manually, but in a case of deploying a bulk (which
might contain over 100 instances), manual configuration is
time and effort consuming and might provoke errors.

In the following subsections we explain elements of VMware
vSphere virtual infrastructure and standard deployment tools
available for end users.

2.1 Resources hierarchy in VMware vSphere
Figure 1 demonstrates typical deployment of vCenter Server.

The bottom layers (Enterprise Servers and Enterprise Stor-
age) represent hardware; the middle layer (ESX Server) rep-
resents hypervisor software (or hardware) managing virtual
resources; everything above hypervisor layer are virtual re-
sources[5]. As we can see from the figure, the structure of
vCenter Server ’s virtual environment is hierarchical. There
are resource pools which may include other resource pools
and virtual machines[4]. In this way our challenge is to de-
ploy a multi-tier structure with certain degree of nesting.

2.2 Standard VMware vSphere clients
In vCenter there is no user interface: in order to create

and manage a vCenter infrastructure a number of special
tools are provided byVMware including the following:

• vSphere desktop client;

• vSphere Web client;

• PowerCLI toolkit.

Table 1 summarizes advantages and drawbacks of the above
mentioned tools in a case of being used for bulk deployment.
As we can see, deploying a bulk of virtual resources with
similar configuration is possible by using PowerCLI toolkit
tools invocations in a special shell script [3]. Despite the
script can generally solve the deployment problem, there
are some issues which we have to consider from viewpoint
of deployment tools usability and their user-friendliness:
4http://www.assyrus.it/media/immagini/vmware_
virtual_infrastructure.jpg

Figure 2: Main window of the developed application.

• A user has to specify a desired hierarchical infrastruc-
ture by using command line arguments or a configu-
ration file. If we consider a single-level hierarchy con-
sisting of virtual machines only, the user has to specify
four arguments in order to configure main parameters
of a virtual machine (virtual machine name, number
of CPUs, memory size, hard disk size). One additional
parameter is required to specify number of virtual ma-
chines. If we consider a case of more levels of hierarchy,
script configuration might be much more complicated
and a user will required to provide even more script
parameters.

• A user is unable to see a hierarchy to be deployed be-
fore it is deployed (so as to check possible errors).

• Usually for an end user it is easier to learn a new tool
which provides a graphical user interface (GUI) rather
than a tool with no GUI5.

5The best example of this statement in our practice is vi
console text editor on Unix. It is usual that, once a user
opens this editor, he or she asks about this text editor “How
do I exit vi?”. We have never heard about notepad.exe users
on Windows wondering how to exit the notepad.exe.
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Table 1: Standard VMware vSphere clients and their applicability for bulk deployment.
Tool Advantages Disadvantages

vSphere Desktop Client There is a GUI Bulk deployment requires too many manual rou-
tine user actions

vSphere Web Client There is a GUI. No need to
install.

Bulk deployment requires too many manual rou-
tine user actions

PowerCLI Bulk deployment automa-
tion.

No GUI. All configuration parameters (e.g. VM
configuration) are passed as command-line argu-
ments (it makes script invocation complicated and
increase the risks of user errors).

2.3 Deploying large infrastructure with vSphere
Client

For demonstration purposes we consider a problem of de-
ploying N = 10 virtual machines organized as M = 10
resource pools and its solution with vSphere Client (pro-
cedures for desktop and Web clients are the same). The
following are the steps to be followed by a user:

1. Connect to vCenter Server by using the server name
(IP-address or DNS name), user name and password.
As soon as the tool is connected to the server, vCen-
ter Server hierarchy view is loaded with using data
obtained from the vCenter Server.

2. Select the host in the vCenter Server hierarchy view
and click “New Resource Pool” button;

3. Specify a name and location for this resource pool;

4. Select the host in the vCenter Server hierarchy view
and click “New Virtual Machine” button;

5. Select the configuration for the virtual machine(Typical
or Custom);

6. Specify a name and location for this virtual machine;

7. Choose the resource pool you have created;

8. Select a destination storage for the virtual machine
files;

9. Choose virtual machine version;

10. Specify the future guest operating system;

11. Select the number of virtual CPUs for the virtual ma-
chine;

12. Configure the virtual machine’s memory size;

13. Configure network connections which will be used by
the virtual machine;

14. Specify type of SCSI controller;

15. Select a virtual disk;

16. Specify the virtual disk size and provisioning policy;

17. Click the button “Finish”;

18. Repeat steps 3-17 N = 10 times.

19. Repeat steps 2-18 M = 10 times.

Note that steps 3-17 (=15 steps) are executed N ×M =
100 times in total. Each step is 1 or 2 mouse clicks, so
the user need to perform at least 1500 actions. Assuming
that each action takes at least 1 second, the task cannot be
completed faster than in 1500 seconds (25 minutes).

Despite that vSphere Client supports cloning of virtual
machines (which allows the user to perform fewer actions),
this option even more time consuming for the reason that
clone operation takes 3 to 25 minutes to complete (depend-
ing on the virtual machine configuration). It’s easy to calcu-
late that populating 100 virtual machines via clone function
will take at least 300 minutes (5 hours).

We believe that the infrastructure configuration time can
be reduced significantly by improving “clone” function in the
following ways:

• Clone function should be quick (i.e. no modifications
should be applied immediately)

• Clone function should be available for resource pools
(not only for virtual machines)

The following sections describe our implementation of the
“clone” function and provide evaluation of the proposed tool
implementing quick “copy” operation.

3. MAJOR USE CASES SUPPORTED BY OUR
IMPLEMENTATION

This section explains major use cases supported by our ap-
plication. Suppose that all virtual resources to be deployed
have similar configuration. Despite such an assumptions is
effectively a kind of constraint, this constraint allows us to
introduce a “copy” operation applied to the resources in vir-
tual infrastructure (resource pools and virtual machines).
By using the “copy” operation the application allows users
to create any number of copies of a certain resource (and,
what is especially important, all of its subresources) in a cou-
ple of clicks. The procedure is demonstrated in the following
subsections.

3.1 Deploying N Virtual Machines
The following are the steps to be performed by a user in

order to deploy N (in our example we use N = 100) virtual
machines into a vCenter Server infrastructure by using the
developed tool:

1. Connect to vCenter Server by using the server name
(IP-address or DNS name), user name and password.
As soon as the tool is connected to the server, vCen-
ter Server hierarchy view is loaded with using data
obtained from the vCenter Server (see Figure 2).
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2. Select the host in the vCenter Server hierarchy view
and click “Add VM” button;

3. Select the created virtual machine;

4. (Optionally) Change the virtual machine parameters if
necessary (name, number of CPUs, memory size, hard
disk size);

5. Set number of copies to a desired value (99 in our ex-
ample);

6. Click “Copy” button;

7. Click “Create VI” button in order to deploy the just
configured hierarchy to a remote vCenter Server.

3.2 Deploying N Virtual Machines Organized
as M Resource Pools

The following are the steps to be followed by a user in
order to deploy N (in our example we use N = 100) virtual
machines into a vCenter Server infrastructure under a con-
dition that the VMs to be deployed are organized as M (we
use M = 10) resource pools:

1. Connect to vCenter Server by using the server name
(IP-address or DNS name), user name and password.
As soon as the tool is connected to the server, vCen-
ter Server hierarchy view is loaded with using data
obtained from the vCenter Server (see Figure 2).

2. Select the host in vCenter Server hierarchy view and
create a resource pool by clicking “Add Resource Pool”
button.

3. (Optionally) Change the resource pool name;

4. Select the created resource pool and create one virtual
machine;

5. (Optionally) Change the virtual machine parameters;

6. Select the virtual machine and create copies by speci-
fying a desired value (9 in our example) in the corre-
sponding edit box. Then click “Copy” button;

7. Select the resource pool and create (M − 1) copies by
specifying a desired value (9 in our example) in the cor-
responding edit box. Then click “Copy” button. Re-
source pool is copied with all its subresources (i.e. 10
virtual machines), such that in total the infrastructure
contains M = 10 resource pools, where each resource
pool contains 10 virtual machines;

8. Deploy the specified infrastructure by clicking “Create
VI” button;

As a result of this scenario, a bulk of 100 virtual machines
partitioned into 10 resource pools are created in the vCenter
Server infrastructure.

4. IMPLEMENTATION AND EVALUATION
We implemented a bulk deployment assistant tool as Java 8

desktop application. For GUI implementation Java Swing
library is used while for implementing communication with
vCenter Server we use VMware VI (vSphere) Java SDK [1]
library, version 5.5.

We emphasized two particular aspects while evaluating
the developed application:

Figure 3: vSphere Client. View of the deployed in-
frastructure.

1. Correctness. This aspect is connected to checking
whether an infrastructure created by a user using our
application exactly matches a virtual infrastructure
deployed into vCenter Server.

2. User performance. In order to go towards user ef-
forts evaluation, we decided to compare the number of
user actions (measured as mouse clicks) required to de-
ploy a given infrastructure configuration into vCenter
Server by using the standard vSphere Client against
the case of using the developed deployment assistant
tool.

In order to validate deployment correctness we use a man-
ual scenario-based testing approach: the user configures an
infrastructure with the help of our assistant tool, then vSphere
Client is opened so as to allow viewing the actual infrastruc-
ture configuration just deployed. Figure 3 is an example of
the actual infrastructure being observed with vSphere Client
for a desired configuration presented in Figure 2. As you
can see, the desired resource hierarchy matches the actual
resource hierarchy, as well as each resource configuration
within the hierarchy (e.g. virtual machine parameters) is as
expected.

For user performance evaluation we executed a scenario
(which is complex enough and which includes the resource
pools and virtual machines configuration). This scenario
was performed twice. In the first run we used the vSphere
desktop client; in the second run we used the developed
deployment assistant tool. The task was to deploy a vir-
tual infrastructure with the following configuration: (root

resource pool)
contains−−−−−−→

×10
(child resource pool)

contains−−−−−−→
×10

(vir-

tual machine with a given configuration). In total there are
100 configured virtual machines and 11 configured resource
pools. In the first run there were about 2500 mouse clicks,
while in the second one there were about 30 mouse clicks.
Such a tangible difference shows that the developed tool sig-
nificantly simplifies bulk deployment of similarly configured
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resources in VMware vSphere from the viewpoint of mini-
mizing user efforts.

5. CONCLUSION
The tests we arranged for the developed application allow

us to expect a significant reduction of efforts and user ac-
tions required in the time and effort consuming process for
deploying virtual infrastructure in VMware vSphere. It is
possible due to the implemented feature for massive copy-
ing of configured virtual machines and resource pools. The
structure of virtual environment is represented in the form of
a tree-like hierarchy which allows user to see the configured
infrastructure.

Despite the described tool is a kind of highly specialized
solution with limited functionality, it is appropriate for a
concrete problem. We believe that our consideration is in
a nice harmony with a Stroustrup’s “clean code does one
thing well”[2] – our tool does one thing well. The proposed
application is not targeted to replace the existing virtual
infrastructure configuration tools, it should be used side-by-
side with the other useful tools.

After comparing our tool to a selection of existing vSphere-
oriented tools we would agree that a problem of deploying
a bulk can be solved by using replication features provided
by some of them (for instance, Veeam Backup & Replication
allows to deploy many instances of virtual resource from
a backup image file). It is important to mention that the
difference between our solution and the Veeam Backup &
Replication tools (as well as other similar applications) is
in defining the objectives. The primary objective of the
Veeam Backup & Replication tools is to improve virtual in-
frastructure reliability and failure recovery time in a given
virtual infrastructure. The primary objective of our tool
is to configure a potentially huge number of resources with
similar configurations within the context of a given resource
provider, and VMware vSphere is the first one we targeted
in our work6.

6Support for other resource providers, including AWS,
OpenStack, OpenShift, MS Azure etc. can also be provided
in the future implementations.
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