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ABSTRACT
We consider a model of computing process with indepen-
dently produced results. Enterprise desktop grid is kept in
mind as a computing tool. All nodes are equal. Possibility
of producing wrong results is taken into account. We assume
that a priori distribution of possible answers and probabil-
ities of producing one answer while another is correct are
known. In case a wrong result is accepted, some penalty is
added to the computation cost. m-first voting replication
scheme is used to minimize the overall average expenses. A
task is replicated until a given number of identical answers
are obtained. The problem is to choose the optimal quorums
which can depend on answers. We consider the most gen-
eral model and show how to solve the optimization problem.
A few simple and asymptotic cases are studied. The main
conclusion is that optimal quorums are quite stable with re-
spect to penalties, so there is no need to know their exact
values. Also we consider two groups of computing nodes and
show on an example that well-chosen replication scheme on
weaker computers can be better than using faster ones.

Categories and Subject Descriptors
C.4 [Computer Systems Organization]: Performance of
systems—Fault tolerance; C.2.4 [Computer Systems Or-
ganization]: Performance of systems—Distributed systems

General Terms
Theory

Keywords
desktop grid, replication, reliability, volunteer computing,
optimal quorum

1. INTRODUCTION
Desktop grids have become a cheap and rather powerful

tool for solving various problems from different branches of
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science. Enterprise desktop grids (EDG, see, e.g., [1]) gather
desktop computers, servers, and other resources from one or
a few institutions to solve multiple computing tasks connect-
ing via LAN or Internet. EDG does not suffer from mali-
cious actions and unpredictable switch-offs; However, wrong
results can be returned due to a number of reasons. This can
be malfunction of hardware, corruption of data, algorithmic
errors, wrong results produced by the correct algorithm. An
example of the latter case is possible convergence of a de-
scent method to false minima.

Most errors can be revealed by replication: solving the
same problem a few times on different computers. We use
the quorum approach, also called m-first voting: the result
task is replicated until ν identical results are obtained to
be accepted as the truth. Of course, the quorum ν can
depend on the answer, i.e., some answers can be checked
more carefully. Note that this approach differs from the
majority voting where the answer received most times from
N replicas is believed to be true: in this case redundancy
is fixed, while in the m-first voting number of replicas can
grow quite significantly; on the other hand, majority voting
can fail to produce a result and may lack reliability.

Choosing the quorum values is not an easy problem. If
too high, much resources would do useless work, though un-
derestimation is too risky. We minimize the average cost of
computation per a task as expected expenses on solving a
task a few times with expected pelaties paid in case a wrong
answer has been accepted. To the best of our knowledge
such approach of minimizing the total mean cost including
spent time and possible penalties has not been considered
so far.

Let us consider virtual screening [2] as an example. Soft-
ware is able to evaluate energy of binding between a small
molecule called ligand and a larger protein molecule. Calcu-
lation can be performed using different parameters, precision
and other, so false solutions sometimes appear. Algorithms
use random numbers, therefore, a few tries even on similar
computers are able to reveal the mistake. In case such wrong
answer is accepted, the substance is recommended for bio-
chemical test in a laboratory, which is rather costly; this cost
together with reputation losses, pointless use of computing
resources, etc, forms rather high, compared to the cost of a
single computation, penalty.

A drawback of such approach is lack of precise information
about the penalty values. It is by no means easy to estimate
losses in case of producing a wrong answer in terms of cost
of an individual task, especially in heterogeneous Desktop
grids. However, as we show, rough estimation is enough:
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optimal quorums are rather stable with respect to penalty
values, at least in practically important case of low risk.

Beside solving the problem of optimal replication given
risk levels for individual calculation and penalty threats, one
can consider another problem: to choose penalties that force
the desired replication (at least given or higher) with mini-
mal possible average cost.

Although we focus on EDG, the presented approach can
be applied also to volunteer computing systems, because the
concept of probability of the correct answer can be used,
with some restrictions, to counteracting saboteurs also.

The rest of the article is organized as follows. We review
the related work, then propose the model, as general as pos-
sible, and derive formulae for probabilities and the mean
cost that can be used in practice. Also we give hints on
how to solve the optimization problem. We consider a few
simple cases: one with an absolutely reliable answer and a
recognition problem. Here we are able to solve the optimiza-
tion problem analytically. We define the concept of critical
penalties that force change of quorums; typically they are
quite rare, so there is no need to know the penalty exactly.
This fact is important for practical use of our approach.
We develop this idea by considering asymptotic analysis of
the model in case of low risk. Also we show that quicker (or
cheaper) but less reliable computers can over-compete slower
(more expensive) at the same level of risk (and higher redun-
dancy). In the conclusion plans for future are described.

2. RELATED WORK
By replication in this article we mean always task repli-

cation. Replication has been used in desktop grid comput-
ing since its creation: BOINC middleware [3] supports re-
dundant computing to identify wrong results. The survey
[4] reviews fault-tolerance techniques, including job replica-
tion; though other methods discussed there hardly can help
to reveal mistakes: they reduce losses due to unexpected
switch-offs, unfinished tasks, etc.

Beside increasing reliability of the system, replication is
often used for optimizing productivity of the computing sys-
tem using a few metrics, when it is important to complete
a task as soon as possible, even paying the cost of redun-
dancy. One of the metrics is makespan: time for completing
all tasks. For example, [5] considers a typical EDG comput-
ing situation with rather low amount of tasks; so near the
end of computing process there are free resources while each
error or switch-off drastically slows down the whole process.
Duplication of tasks improves the makespan.

In [6, 7] replication is studied theoretically from the point
of view of improving productivity of multicomputer system.
The authors of [8] consider how to reduce loss of computa-
tion power due to replication by choosing optimal replication
according to nodes’ reliability. In [9] replication is used to
reduce risk of violating deadlines in case of unreliable com-
puters. Article [10] considers the problem from a different
point: sometimes it is necessary to run replicas on absolutely
identical computers due to strong dependence of results on
precision and other technical details of computing process.

Much attention has been payed to replication as one of the
methods ([11] is a review of them) for revealing malicious
actions (sabotage) in volunteer computing systems.

The work [12] studies errors is Internet computing grids.
It provides some statistically obtained estimates: about one
third of hosts return a wrong result at least once; the mean

error rate is about 0.002; majority voting is shown to be able
to reduce risk to 2 · 10−4. Also errors from hosts showed no
correlation: this allows to extend our approach to Internet
computing also.

3. THE MATHEMATICAL MODEL

3.1 Assumptions
Let xi, 1 ≤ i ≤ I be the set of possible answers to some

problem. The nature of xi does not matter: this can be real
or integer numbers, matrices, vectors, texts, boolean values,
etc. However, some knowledge is usually available about
distribution of xi: some are more expected than others; let
us denote the a priori distribution of xi by αi.

Answers are produced by some computing system (we
keep in mind an Enterprise desktop grid). What is impor-
tant for the model is only the fact that different answers are
produced independently.

As we have noted above, there is often probability of mis-
take: producing a wrong answer in desktop grid computing.
The reasons can be different, as we have noted above. The
probability of error can, in general, depend on what answer
is indeed correct. So let us denote the probability of get-
ting the answer xi while xj is true by pij . In the absolutely
reliable system pij is the Kronecker delta-symbol.

In case of accepting a wrong answer we suffer some penalty,
either by some kind of direct fine, or loosing reputation,
spending funds on needless examining the object in lab, do-
ing much needless work, etc. Let us denote the penalty paid
in case of accepting xi while xj is correct by Fij .

All computing nodes are identical. Let the cost of produc-
ing an answer si is Ci. In the end of the article we consider
two groups of computing nodes of different reliability and
efficiency.

So, the a priori distribution αi of the answers, condi-
tional probabilities pij of getting an answer xi while another
answer xj is correct, penalty values Fij , and costs Ci are
known. As we have already noted and will prove in the se-
quel, in practive it is sufficient to know penalties with very
low precision. The order of magnitude of penalties (with
cost of an average task as the cost unit) can be expected to
be known in most cases.

Risk of getting an error can be estimated if some statistics
of previous calculations is available. In the simplest case
there are only the error probability and the probability of the
correct answer. They are usually known for an algorithm.
More subtle estimations are often available.

A priori distribution of possible answers can be also avail-
able if there is any statistics. To use virtual screening as an
example, there are data bases that give binding energy of lig-
ands and proteins; they allow to estimate probability distri-
bution of different energies. Molecules have different chances
to show high predicted binding affinity. These chances are
expected to be higher for molecules close by topology to a
known ligand [14]. In contrast, molecules with very large
number of atoms are less likely to bind well [15]. So, knowl-
edge about chemical structure of molecules can provide es-
timations of probabilities of the binding energy, i.e., of the
possible answers.

History of the search allows to improve these estimations.
Some ligands are similar, so results for one serve as source of
estimations for another. The same is true for costs Ci of the
tasks. In the simplest case they all equal 1; if any additional
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information is available, Ci can be estimated more precisely.
Again, results are rather stable with respect to distri-

bution of the answers. What is practically important, is
whether one answer is much more rare than the other, or
if ratios of probabilities of answers differ much from that
of penalties if these answer were wrong. Such facts can be
expected to be known, at least in case of simple structure of
the answer set, like yes/no or good/normal/bad.

Considering the most general construction is useful also
for another reason. Understanding the mechanism helps to
organize calculation in an effective way even without precise
knowledge about the input data and, then, without exact
solution.

3.2 Replication
To protect ourselves from additional losses we need to

minimize our total cost. In this paper we analyze replica-
tion as a means for that. Too high redundancy does not de-
crease risk any more, but increases additional work linearly.
However, low quorum means high risk and thus expected
penalties are too large.

We believe an answer xi to be correct if it arrives exactly
νi times from computing nodes; note that the same task
can produce other answers on other nodes: we accept the
answer already obtained νi−1 times as soon as it is obtained
once more, no matter how many times other answers arrived
(provided that less than their quorums). In the simplest case
of yes or no answers we can distinguish them checking one
more carefully [13].

So the total cost of solving a task consists of solving it
a few times with the same answer, possibly solving it more
times with other answers, and the penalty Fij . This cost is
a random variable; we want to minimize its mean value.

To evaluate the mean we need to consider all possibilities
of believing a given xi while some xj is the correct answer.
The final obtained result must be, obviously, xi: it stops the
process completing the quorum. Before that we can have all
xm, in any order, but each can arrive at most νm − 1 times
(otherwise it would have been believed). The number of all

possibilities equals Ki =
I∏

m=1,m 6=i
νm − 1. Having a possibil-

ity with a non-negative number k < K, we can produce all
the numbers Rk,m of times an answer xm has been obtained,
m 6= i, using the following formulae: Mk,0 = kνi,

Mk,m =

[
Mk,m−1

νm

]
, Rk,m = mod(Mk,m−1, νm).

Note that Rk,m depend on i, though the notation hides this
dependence. If a k is chosen, the probability that all xm,
m 6= i were obtained exactly Rk,m times in any order, the
answer xi was obtained exactly νi − 1 times also arbitrarily
distributed among other answers, and that it was obtained
once more as the final answer is

Pk,i,j =

(
νi − 1 +

I∑
m=1,m 6=i

Rk,m

)
!

(νi − 1)!
I∏

m=1,m 6=i
Rk,m!

I∏
m=1,m 6=i

p
Rk,m

mj pνiij .

This is the conditional probability assuming that xj is truly
correct while xi is believed to be correct, and k-th distribu-
tion of other answers has happened. The cost in this case
consists of computational expenses for evaluating all rejected

answers:

I∑
m=1,m 6=i

Rk,mCm,

expenses on evaluating the accepted task xi with νi replicas:
Ciνi, and penalty Fij . The sum

Ei,j =

I∏
m=1,m 6=i

νm−1∑
k=0

Pk,i,j ·
( I∑
m=1,m 6=i

Rk,mCm + Ciνi + Fij
)

is the expected cost in case xj is correct while xi has been
accepted. Summing them all up over i = 1 to I we get Ej :
the expected cost in case xj is the correct answer. Finally
we need to take the a priori distribution of correct answers
into account to get the expected cost

E =

I∑
j=1

αjEj .

4. OPTIMIZATION
For given penalties Fij the problem of finding the optimal

quorums is to choose such νi that E has the minimal possible
value. We can assume that Fi,i = 0 for all i or at least these
values are much less compared to other Fij : no penalties
for the correct answer. Also error probability must be low
enough, otherwise computing has no sense at all: pii > 0.5.
Under these assumptions it is clear that if all νi > ν̄ for
some ν̄, then the expected penalty is low enough, so that

asymptotically E ∼
I∑
j=1

αjCjνj and therefore grows at least

linearly with respect to ν. Therefore, choosing high enough
ν and then decreasing it, we quickly find an upper bound for
all quorums; then further individual reducing of νi provides
lower bounds.

4.1 Simple cases
In the simplest case there are only two possible answers.

Then I = 2, Rk,m = k, Pk,i,j =
(
νi−1+k

k

)
pk3−i,jp

νi
ij , and

E =

2∑
i,j=1

αj

νw−1∑
k=0

(
νi − 1 + k

k

)
pkw,jp

νi
ij

(
kCw + Ciνi + Fij

)
(here w = 3 − i). Further simplification is assuming that
there is just the correct and the wrong answer, so pij and
Fij are symmetrical 2× 2 matrices, pii = q, Fii = 0, νi = ν,
Ci = C. Then αj do not matter and

E =

2∑
i=1

ν−1∑
k=0

(
ν − 1 + k

k

)
pk3−i,1p

ν
i,1

(
kC + Cν + Fi1

)
.

Another simple case appears when an answer is absolutely
reliable, so that pjj = 1 for some fixed j; then, obviously,
pij = 0 for all i 6= j.

Let us consider the simplest case of two possible answers
of equal value with probabilities q > 0.5 and p = 1− q and
penalty F in case of the wrong answer has been accepted.
Then quorum ν is not optimal if

∆E = E(ν + 1)− E(ν) = ∆E0 −AF < 0.

Here A is some quantity dependent on p and ν but not on F ,
while ∆E0 is ∆E in case of no penalty (F = 0) and therefore
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is positive. As for A, it is equal to

A = pνqν
(

2ν − 1

ν − 1

)
(1− 2p).

We omit the proof here.
The critical penalty F such that ∆E ≈ 0 grows quickly

as p → 0.5 and much more quickly as p → 0. For example,
in case of p = 10−3 we have A ≈ 1.5 · 10−8 and ∆E0 ≈ 1,
so that the critical penalty would be F ∗ ≈ 0.66 · 108. For
p ≈ 10−2 we have F ∗ ≈ 0.66 · 105. This asymptotic analysis
is applied to the more general case in the next section.

4.2 Asymptotic analysis
Let us assume that probability of an error is negligibly

low, so that only threat of penalty justifies taking it into
account. Thus we neglect pij for i 6= j and 1− pii compared
to pii and 1. Then either the correct answer xj is obtained
νj times in a row (other possibilities are too unlikely to con-
sider), or a wrong xi is accepted with the correct xj seen any
number of times from 0 to νi−1: all these cases are approxi-
mately equally probable. Then Pk,i,j becomes simpler: xi is
accepted, another xj is correct, it is obtained k times with
pij ≈ 1, Rk,m = k, m does not vary from 1 to I, instead
m = j. So, finally:

Pk,i,j =

(
νi − 1 + k

k

)
pνiij .

If the accepted answer is correct, Pk,j,j ≈ 1, k can be only
0: receiving other answers is highly unlikely. Then

E =

I∑
j=1

αj
(
Cjνj + Fjj

)
+

+

I∑
j=1

αj

I∑
i=1,i 6=j

νj−1∑
k=0

(
νi − 1 + k

k

)
pνiij

(
kCj + Ciνi + Fij

)
.

We are interested in increment of this cost when a quorum
is changed:

∆EJ = E(νJ + 1)− E(νJ) =

αJCJ +αJ

I∑
i=1,i 6=J

(
νi − 1 + νJ

νJ

)
pνiiJ

(
νJCJ + Ciνi + FiJ

)
−

I∑
j=1,j 6=J

αj

νj−1∑
k=0

(
νJ − 1 + k

k

)
pνJJj

(
kCj + CJνJ + FJj

)
.

Now we see that E grows linearly with gradient αJCJ with
respect to νJ provided that all νi are high enough. This
means that rare valuable answers, with low probability αJ
can be examined carefully without significant losses: νJ can
be taken much more than the optimal value.

Another fact is that not penalties but quantities pνiijFij
matter. As pij are low, changes of νi modify such quantities
very significantly provided that penalties are large compared
to costs Ci. Let us say that a quorum νJ > 1 is equilibrium
if ∆EJ ≥ 0 while ∆EJ−1 ≤ 0. If a quorum νJ is equilibrium,
it is stable with respect to small changes of the penalty FJ,i:
significant changes of FJ,i are such that FJ,ip

νJ
Ji remain ap-

proximately the same. This means, again, that in case of
low risk and high penalties we do not need to know precise
values of penalties for accepting a wrong answer: it suffices

to know the order of magnitude with precision about p−1

where p is the maximal error probability.
A consequence of this is the notion of critical penalties.

Let us consider the problem of choosing penalties Fij such
that the desired quorums (and thus the desired probability
of an error) were optimal. This is a linear optimization prob-
lem with an utility function E and constraints of the form
∆EJ−1 ≤ 0. As the utility function has positive coefficients
and constraints of the form Fij ≥ 0 are valid, the problem
has a solution provided that at least one admissible point
exists. An admissible point is such set of penalties that jus-
tifies passing from a quorum νi−1 to νi. It is possible that
there is no such point, for example if all pJj = 0. Then
no penalty is able to make any replication pay. However,
if the third term in the expression for ∆EJ is not zero and
quorums are high enough, an admissible point always exists
and so does a solution to the linear optimization problem for
the optimal penalties. These penalties are called critical. If
real penalties are close to these ones, even slight difference
in computing cost is able to change optimal quorums.

Let us consider another asymptotic case. Assume that
the number of possible answers I is so high that probability
of receiving a wrong answer twice is negligibly small. Then
replication ν = 2 is always sufficient. However, multiple
wrong answer are able to arrive prior to the second correct
answer, so that amount of work can be high. Let us assume
that error risk is the same for all wrong answers, probability
of the correct answer is q, p = 1 − q is risk of getting a
wrong answer, and cost of each answer is unit. Then we can
get from 0 ≤ T ≤ I − 1 wrong answers, at most once each,
exactly one correct answer at some position and, finally, the
second correct answer. Amount of work for each case is
T + 2, so the mean cost then is

E2 =

I−1∑
T=0

(T + 2)(T + 1)pT q2 =
2

q
.

The factor T + 1 counts number of positions where the first
correct answer can be among T wrong ones. So, for reliable
computers expected cost is near 2 while for bad ones it can
be very high.

We need to compare it with the no-replication case, where
the first obtained answer is accepted with penalty F in case
of an error. The expected cost is

E1 = 1 + pF.

So the critical penalty is

F ∗ =
2− q
pq

Again for reliable computers (with small p) critical penalties
are of order p−1. Though the minimal possible value is only
≈ 5.83 at q = 2−

√
2 ≈ 0.586.

4.3 Desired risk level
Instead of choosing the desired quorums and looking for

the critical penalties, one can consider another problem.
Choose the desired risk level ρ and demand that the total
probability of accepting a wrong answer is at most ρ. This
probability is, obviously, E in the special case of Ci = 0,
Fii = 0, Fij = 1 for i 6= j. Denote this value P . Then the
optimization problem has one constraint and looks as

E → min, P ≤ ρ.
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This problem has a solution provided that pjj > pij for all
i and j: probability of accepting a particular wrong answer
would reduce more quickly than that of the right answer.
Thus very high quorums make the risk arbitrary low, so
that quorums that provide P ≤ ρ exist. Then note that E
grows with respect to each νj provided that all νi are high
enough and that it grows with respect to each Fij . This fact,
together with positiveness of νi and Fi,j , i 6= j, guarantees
existence of a solution to the optimization problem.

4.4 Different nodes
Assume that we have two groups of computing nodes of

different reliability pij and costs Ci. If we can choose what
group to use, we need to compare average overall cost for
these two groups under optimal replication. Let us assume
that quorums are high enough so that effective expected
penalties pνiijFij are comparable with costs Ci. Then the

quantities Wij = Ciνi + pνiijFij can be used to decide which
group is better. As an example, let us consider one group
with Ci = 2 and pij = 0.01 and another group with Ci = 1,
pij = 0.02. The optimal quorums are νi = 5 and νi = 6.
Then the first group has W 1

ij = 10 + 0.015Fij , while the

other’s W 2
ij = 6 + 0.026Fij = 6 + 0.64 · 0.015Fij < W 1

ij . This
simple example shows that well-chosen replication is able to
cope with lower reliability.

5. CONCLUSIONS AND FUTURE WORK
We have considered a model of grid computing with risk

of error and threat of penalty and the problem of minimiz-
ing the total mean cost of computation consisting of cost of
redundant solution of tasks and estimated penalties. The
main results are:

• The model, as general as possible; a way to solve the
optimization problem.

• The notion of critical penalties, their dependence on
risk probabilities.

• Stability of the optimal solution with respect to penalty
values, practically important.

• Low harm of overestimated quorums.

• Possibility of improving poor computing by replica-
tion.

In future we plan to consider productivity of the Desk-
top grid together with optimizing the mean cost. Optimal
scheduling of replicas is one interesting question. For exam-
ple, for quorum 2 sometimes it is better to send two replicas
hoping for identical answers, while in other cases three repli-
cas should be sent at once so that decision be taken during
one time unit. Fighting with saboteurs is even able to force
one-by-one scheduling of replicas. We only slightly have con-
sidered heterogeneity of computing nodes; though another
question is optimal scheduling of optimal number of replicas
among heterogeneous computing nodes. The third question
to be studied is considering productivity in terms of award
that is able to reduce the total average cost. This approach
seems to be almost unstudied, so far.
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