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ABSTRACT
In this paper an ant colony optimization (ACO) adoption
for tourist itinerary planning automation is presented. We
introduce a model describing a set of features used in our
component for itinerary planning automation and study how
an ACO algorithm could be used for the purposes of con-
structing an attractive tourist route.

Categories and Subject Descriptors
H.4 [Information Systems Applications]: Miscellaneous

General Terms
Automation, Human Factors

Keywords
Information systems, Travel itinerary, ACO (Ant Colony
Optimization)

1. INTRODUCTION
Tourist route planning automation is often considered as a

generalization of shortest path algorithms, however there are
many competitive factors making difficult to rely only on the
minimization algorithms straightforwardly. Many connected
aspects have to be taken into consideration including but not
limited to the following ones:

• Tourists usually don’t want to reach a point of inter-
est in a shortest possible time, they rather expect to
arrange their leisure time in the best way.

• Departure and arrival points are often the same (so,
you would probably like to be back to your hotel after
discovering a certain set of attractions).

• Besides walk distance, there are other factors affecting
an itinerary score: object interestingness, ticket prices
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and related expenses, probability of being too crowded,
opening hours, etc.

• A route shouldn’t include only historical or cultural
attractions, food, relaxation and sanitary points are
also important.

• A route might be strongly focused (in a case when it in-
cludes a selection of objects of similar type, e.g. mostly
churches, or monuments, or art exhibitions, etc.) or
less focused (if there is a balance between attractions
of different type).

More aspects we take into consideration, more accurate
planning we can expect. There are at least three major
problems to be resolved while implementing route planning
systems including a problem of mining data required for a
future route [5], a problem of constructing an algorithm for
itinerary planning, and a problem of implementing a good
presentation of the proposed route [4].

In this paper we pay a particular attention to developing
an algorithm for planning tourist routes on the base of an
ant colony optimization modification aimed at taking into
accounts some competitive factors listed above.

Based on [2] we use a model of a tourist route 1 represented
as a hierarchy of concepts describing tourist-related informa-
tion (such as expenses, speed and energy), attraction-related
information (such as name, type, visiting fees, walking time,
location and attractiveness score) and visit-related informa-
tion (such as a list of included attractions, visit time and
duration).

2. RELATED WORK
The standard task of tourist route generation is formalized

by Souffriau [7] as follows:
Assume there are N points of interest (POIs), each point

can be connected to other ones (but a departure point isn’t
connected with a destination point). Each POI i has a score
Si > 0, where for a departure point i = 1, for the destina-
tion point i = N . The shortest path between points i to j
requires time tij , the total score Stotal has to be maximized
under a time limit constraint Tmax. This model sets the
future route boundaries and determines criteria for the best
tourist route such as a best attraction selection-best path
combination.

1The proposed model is not complete, but provides a set of
basic features which are enough to illustrate our vision.
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In this study we investigate a possibility to adopt an ACO
algorithm for automated itinerary construction. A basic
ACO algorithm (usually used for finding shortest paths in
graphs [8]) is based on a probability of ant moves from state
x to state y:

pkxy =
(ταxy)(ηβxy)∑

z∈allowedz (ταxz)(η
β
xz)

(1)

In equation (1) α and β are coefficients used to manage
τxy and ηxy, τxy representing the amount of pheromone de-
posited for transition from state x to y and ηxy – the desir-
ability for xy transition.

A pheromone update conditioned by a transition is as fol-
lows:

τxy(t+ 1) = (1− p)τxy(t) +
∑
k

∆τkxy(t) (2)

In equation (2) 0 < p < 1 is the pheromone trail evapora-
tion, ∆taukxy(t) is the amount of pheromone that an ant k
puts on the arcs it visits (defined in the formula 3).

∆τkxy(t) =

{
1/Lk(t), if the path {xy} is used by the ant k

0, otherwise

(3)
Due to the randomization and a kind of feedback based

schema, ACO allows discovering good solutions rapidly with-
out loosing local maximums. This is a reason to use ACO
as a foundation for our purposes.

One known modification of ACO for creating tourist routes
was described by Huang Han-Chen [3]. Its general idea is
to extend a pheromone update function 2 by an additional
parameter ∆τ∗xy = σ Q

L∗ , where σ is the number of elite ants,
L∗ is the route length of the determined optimal solution.

Another modification was introduced in [1] by Claes and
Holvoet. Their idea is to extend the list of basic ACO pa-
rameters by adding transition speed from i-th vertex to j-th,
as well as the path time and some others.

3. ADOPTING ACO FOR ROUTE
CONSTRUCTION AUTOMATION

In order to pay attention to the POI types, we defined a
table of preferences containing the preference coefficients for
different types of objects (see Table 1 as an example).

Table 1: Preference Coefficients
Museums Monuments Parks Restaurants Cafes

1 0.8 1.2 0.6 0

There is a multiplication coefficient ṕ: 0 ≤ ṕ for each type
of objects, so as 0 corresponds to the lowest preference level
(such an object will never be selected).

In order to improve algorithm performance we make pre-
liminary selection of the objects considered for inclusion to
the route. As we described in [6], for object selection we pro-
pose to use an elliptical area so as to allow selecting reach-
able objects which are inside the ellipse. The reason of using
an elliptical area is that an ellipse has such a nice property
that the sum of distances from every point on the curve to
two focal points is constant. Hence, the sum of distances to
the two focal points is set as a maximum possible distance:

any point inside the curve can be reached while points out-
side the curve are unreachable. Semi-major axis (a) and
semi-minor axis (b) are defined as follows:

a =
√

(Xstart −Xfinish)2 + (Ystart − Yfinish)2 (4)

b =
V t

2
− a

2
(5)

In equation (5) V is the tourist speed, t is the planned
route duration.

For a point Pi represented by its coordinates x and y,
“being inside the ellipse” condition is defined as follows:

(x́ cosα+ ý sinα)2

a2
− (−x́ sinα+ ý cosα)2

b2
≤ 1 (6)

In equation (6) x́ = x − x0, ý = y − y0 (where x0 and y0
are the coordinates of the ellipse center).

The points which are outside the elliptic area are auto-
matically excluded from the searching process.

In addition to standard ACO parameters (see equation (1)),
each ant is associated with an energy reserve value E which
allows taking into account such human (not ant!) properties
as being hungry or/and being tired.

Effectively, in i-th step, there is a probability ei that the
next selected point is a food place:

ei =
Einit − E
Einit

(7)

In equation (7) Einit is an initial energy reserve, E is a
current energy level. Each time unit (for example, each one
minute of walking) the energy reserve score decreases by
some value (now we use a fixed value, but it could be also
a function of a distance). After visiting a food place, the
energy level is restored to Einit.

Total score of each route is calculated by using the follow-
ing equation:

S =
tsee

tmoving
(−fetze +

∑
i∈visited

Siṕ) (8)

As you see from equation (8), if E becomes zero, we de-
crease ant score Stotal by fe (fe being a penalty per time
unit).

To calculate the total score, the pheromone level on the
best routes is updated after each iteration.

4. A PROCESS OF ROUTE GENERATION
There are some preliminary actions before generating a

route. First, we prepare a table of preference (see Table 1).
Second, some parameters have to be set:

• Route speed (we use 5 kph as a default value for aver-
age pedestrian speed);

• Excursion departure and destination points (they may
be the same);

• Excursion departure time and expected arrival time to
the destination 2;

2A set of possible destinations could also be an option. For
example, in a big city a traveler might prefer to reach a
metro station: sometimes it doesn’t matter which one.
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• List of filtered POIs (due to being closed or not fitting
well user preferences);

• Tourist balance (a non-negative value representing how
much money a traveler plans to spend for an excur-
sion);

• Initial energy value and an energy unit used while de-
creasing the energy level.

Figure 1 illustrates the process of selecting points with the
scope of elliptic area and with paying attention to preference
constraints.

a) b)

c) d)

Figure 1: Selecting POIs: a) initial set of POIs
(three POI types shown), b) reachable area, c) fil-
tering unreachable POIs, d) removing POIs with
zero preference level or those which aren’t open for
visiting (dashed lines show possible ways between
points).

We start a route generation procedure from creating some
ants and setting required parameters (initial time, departure
point, etc.). For each ant there are the following steps:

1. If there are POIs which are unreachable within the
limits of the planned period of time (for example, they
might be closed or they might delay significantly the
total route duration due to a long waiting time at the
entrance) such POIs are filtered.

2. If there is no more POIs to consider, move to the finish
and stop searching.

3. If there is an option to include a food point (and there
are some available), select a food point with probabil-
ity ei calculated by using equation (7) (otherwise, an
attraction point is selected, respectively, with proba-
bility 1− ei.

4. Proceed with a standard ACO iteration: select the
next POI to visit by using equation (1) and move to
the selected POI.

5. Update current ant time (tnew = tprev + tmoving +
tvisit), the energy level, as well as moving time and
visiting time (if we visit a food place, we don’t include
object visiting time), balance and pheromone on this
point by using formula (2).

6. Go to the step 1.

When all ants achieved the finish point, we select N best
routes (each route is evaluated by using formula (8)) and
move “elite” ants on these routes, for update best routes
(increase τ of all POIs in the best path).

Then a next set of ants is generated and the above proce-
dure is repeated. The final route is selected among the best
routes obtained during the above described iterations.

5. CONCLUSIONS
In this paper we described an ACO modification to be

used for tourist route generation. Further investigations are
required in order to evaluate whether such an approach is
appropriate for creating interesting routes under a selection
of constraints and route properties. In the future we plan
to consider such parameters as season dependency, visiting
time periods (to avoid crowds), leveraging information about
tourist preferences achieved from thematic web sites. An in-
teresting issue is generating multi-day or thematically con-
nected routes considered as the parts of one journey.
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