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ABSTRACT
In this paper, we design a low power asynchronous Inverse
Discrete Cosine Transform (IDCT) circuit on a Field Pro-
grammable Gate Array (FPGA). We synthesize the asyn-
chronous IDCT circuit assigning the maximum delay con-
straints for data-paths. In the experiment, we evaluate the
area, execution time, power consumption, and energy con-
sumption of the designed asynchronous IDCT circuit. The
power was reduced 24％ compared to the synchronous coun-
terpart.
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1. INTRODUCTION
Recently, importance of image compression is increasing

to save memories on portable devices. As portable devices
are battery drive, low power image compression circuits are
required for battery saving as mentioned in [1, 2, 3].

Inverse Discrete Cosine Transform (IDCT) is used in many
multimedia applications such as JPEG [4] and MPEG [5].
IDCT is one of the heaviest processes in image compression.
In IDCT, information in frequency domain is converted to
information in time-space domain. As high performance and
low power are required to IDCT, IDCT is usually realized
as a specialized circuit.

Most of circuits including IDCT circuit are a synchronous
circuit. Circuit components in synchronous circuits are con-
trolled by global clock signals. Synchronization failure by
clock skew and power consumption on the clock network will
be significant in synchronous circuits when the semiconduc-
tor submicron technology is advanced more and more.
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In asynchronous circuits, circuit components are controlled
by local handshake signals. Due to the absence of global
clock signals, there is no problem related to clock signals.
In addition, asynchronous circuits are potentially low power
consumption and low electromagnetic radiation compared to
synchronous circuits. However, the design of asynchronous
circuits is difficult more than the design of synchronous cir-
cuits due to the absence of global clock signals.

Recently, Field Programmable Gate Arrays (FPGAs) are
well used in embedded systems. This is because FPGAs are
long lifetime and low design cost. As designers can change
circuit structure freely, FPGAs are adaptive for specification
change and extension.

In [6], an asynchronous reconfigurable architecture was
proposed for voice processing and image processing. This
work used a special gate-level library for the design. It re-
ported latency, throughput, and circuit area. However, the
effectiveness is not well described because there is no com-
parative evaluation.

In this work, we design an asynchronous IDCT circuit.
The asynchronous circuit is based on bundled-data imple-
mentation. After the design, we evaluate the designed asyn-
chronous IDCT circuit comparing with the synchronous coun-
terpart.

The rest of this paper is organized as follows. In section
2, we describe background used in this paper. In section 3,
we describe the design of an asynchronous IDCT circuit. In
section 4, we describe the experimental result. In section 5,
we conclude this paper.

2. BACKGROUND

2.1 Asynchronous Circuits with Bundled-data
Implementation

The bundled-data implementation is one of implementa-
tion methods of asynchronous circuits. It uses N+2 signals
to represent N bit data. Additional 2 signals are request sig-
nal and acknowledge signal. In bundled-data implementa-
tions, the completion of operations are guaranteed by delay
elements which are inserted on request signals. Therefore,
the performance of bundled-data implementations depends
on the delay of the control circuit with delay elements.

Figure 1 shows a circuit model of bundled-data imple-
mentation used in this paper. The right side of Fig. 1 is a
data-path circuit and the left side is a control circuit.

The data-path circuit consists of registers (regk) (0 ≤ k ≤
e), functional units (fu), glue logics (g), and multiplexers
(mux). They are the same as the ones used in synchronous
circuits. In addition, the data-path circuit includes delay
elements hdk to satisfy hold constraints. Initially, hdk is
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Figure 1: Asynchronous circuit with bundled-data
implementation.

Figure 2: Structure of 2D-IDCT.

just a wire from the input to the output. Glue logics receive
signals from the control circuits and generate control signals
for functional units, multiplexers, and registers.

The control circuit consists of control modules ctrli (1 ≤
i ≤ n). A control module controls one state and consists of
Q-module qi, glue logic (g), three delay elements idi, sdi and
bdi, and C-element ci. idi is used to satisfy idle constraints.
sdi is used to satisfy setup constraints. bdi is used to sat-
isfy branch constraints. C-element ci is a synchronization
component of the input signals. The output of C-elements
becomes 0 when all inputs are 0, it becomes 1 when all in-
puts are 1. Otherwise, the output is not changed.

The behaviors of bundled-data implementations are as fol-
lows. In this paper, signal+ represents a positive edge of
signal, signal− represents a negative edge of signal. This
circuit model starts by start+ from outside. A control mod-
ule ctrli starts by outi−1+ from ctrli−1. The control signals
of functional units and multiplexers in the data-path cir-
cuit are generated by ini+ through glue logics. qi generates
reqi+ by ini+. reqi+ goes back to qi through sdi+ as acki+.
qi generates reqi− then goes back to qi as acki−. After this,
data are written into register by acki−. Finally, qi generates
outi+ by acki− and moves the control to the next control
module. After the last control module generates outi+, all
control modules generate ini− and outi−.

There are 4 types of timing constraints in asynchronous
circuits with bundled-data implementation used in this pa-
per. These are described in [7]. If some of constraints are not
satisfied, we need to satisfy them adjusting delay elements
sdi, hdk, bdi, and idi.

2.2 IDCT
Inverse Discrete Cosine Transform (IDCT) transforms sig-

nals from time-space domain into frequency domain. 2D-
IDCT consists of two 1D-IDCT as Figure 2. The first 1D-

Figure 3: Structure of Altera Cyclone IV [8].

IDCT processes row information and the last 1D-IDCT pro-
cesses column information. We represent N-unit input data
of the frequency domain as (F0, · · · , FN−1), and N-unit out-
put data of the space-time domain as S(k) (k = 0, · · · , N −
1). The formula of IDCT is represented as (1).

S(k) =
1

2
F0 +

N−1∑
n=1

Fn cos

(
π

N
n

(
k +

1

2

))
(1)

2.3 FPGA
Field Programmable Gate Array (FPGA) is a reconfig-

urable device where designer can change circuit structure
freely. Therefore, FPGA is adaptive with specification change
and expansion. The demands of FPGAs in embedded sys-
tems are increased because of its low design cost.

In this work, we implement an asynchronous IDCT cir-
cuit on an Altera FPGA. Figure 3 represents the structure
of Altera Cyclone IV FPGA. It consists of Phase Locked
Loops (PLLs), Input/output Elements (IOEs), Embedded
Multipliers (EMs), Random Access Memories (RAMs), and
Logic Arrays (LAs). PLLs are used for multiplication and
division of clock signals, IOEs are used for inputs and out-
puts to outside. EMs are high performance multipliers and
RAMs are memory blocks.

3. DESIGN OF AN ASYNCHRONOUS IDCT
CIRCUIT

In this work, we design a low power asynchronous IDCT
circuit on an FPGA. As power consumption depends on the
execution time, we assign the maximum delay constraints
for data-paths related to setup constraints. In this section,
we describe the design of the circuit model, the generation
of the maximum delay constraints, and the design flow.

3.1 Design of an Asynchronous IDCT Circuit
Model

The data-path circuit of the asynchronous IDCT used in
this work is the same as the data-path circuit of a syn-
chronous IDCT. The control circuit is implemented by as-
signing a control module ctrli to each state after making
state transition diagram referring to the synchronous IDCT
circuit.

Figure 4 shows the structure of the control module ctrli for
Altera Cyclone IV. It includes primitives DLATCH, LCELL,
and AND2 of Altera Cyclone IV. Two dummy modules are
inserted to assign wires as through points for path delay
analysis. Dummy modules are just a wire. We insert two
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Figure 4: Structure of control module ctrli.

Figure 5: Data-paths to assign the maximum delay
constraints.

DLATCHes to analyze path delays correctly. The delay ele-
ments idi and sdi consist of LCELLs which work as buffers.
The delay elements bdi consist of AND primitives. We put
”synthesis keep” attribute for the output pin of sdi to ana-
lyze path delays correctly. Moreover, to avoid optimization
for control modules, we assign ”design partition” attribute
for control modules. Finally, we represent the asynchronous
IDCT circuit model using Verilog HDL.

3.2 Generation of the Maximum Delay Con-
straints and Setting of Margins

3.2.1 Generation of the Maximum Delay Constraints
We assign the maximum delay constraints to data-paths

sdpi,p related to setup constraints. This is because we would
like to design a bundled-data implementation which satisfies
a given latency constraint.

Figure 5 represents two data-paths sdpi,1 and sdpi,2. A
data-path sdpi,p is divided into 2 sub-paths. The former is
from sdi−1 to source register regx or from sdi−1 to DLATCH
before qi. The latter is from regx to destination register regy

Figure 6: Example of set max delay command.

Figure 7: Design flow.

or DLATCH to regy.
To decide the values of the maximum delay constraints,

we use the calculation method in [7]. Figure 6 represents an
example of the generated maximum delay constraints using
”set max delay” command.

3.2.2 Setting of Margins
For data-path delays and control path delays, we setup

margins. Uncertain effects to data-path delays after FPGA
implementation may exist. Therefore, we setup a margin
for data-paths. The margin is decided by a given latency
constraint L and actual path delays on the target FPGA.
If timing violations exist during simulation after the setup
of the margin, we increase the margin to solve timing viola-
tions.

In bundled-data implementation, from setup constraints,
the minimum delay of a control path scpi,p must be larger
than the maximum delay of a data-path sdpi,p. However, if
the minimum delay of scpi,p is very large for the maximum
delay of sdpi,p, it may results in performance degradation.
In such a case, we need to reduce primitives from delay ele-
ments. On the other hand, the reduction of primitives from
delay elements increases the number of delay adjustments
caused by timing violations. Therefore, we setup a margin
for control paths. If the minimum delay of scpi,p overs the
margin, we remove primitives from corresponding delay el-
ements. The value of the margin is increased if the number
of delay adjustments overs a threshold value

3.3 Desing Flow
Figure 7 shows a design flow used in this work. The inputs

of this flow are a bundled-data implementation model repre-
sented by Verilog HDL (explained in section 3.1), a latency
constraint L, and margins for data-path delays and control
path delays.

First, we extract paths related to timing constraints from
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Figure 8: Experimental result: (a) area, (b) execu-
tion time, (c) dynamic power, and (d) energy con-
sumption.

the bundled-data implementation model. The extracted in-
formation is represented in a path information file. From the
path information file, we generate ”report timing” and ”re-
port path” commands which are commands to analyze path
delays using a timing analyzer. If the end point of a path is a
register, we use ”report timing” to analyze the setup or hold
time of the register. Otherwise, we use ”report path” com-
mand. Through the synthesis and static timing analysis us-
ing Altera Quartus II and TimeQuest, the flow is branched.
If it is the initial synthesis, we generate the maximum de-
lay constraints for data-paths related to setup constraints
explained in section 3.2. If it is not the initial synthesis,
we verify 4 types of timing constraints described in [7] man-
ually. If all timing constraints are satisfied, we finish the
design. Otherwise, we carry out delay adjustment to satisfy
timing constraints. Synthesis is repeatedly carried out until
all timing constraints are satisfied. If the number of timing
constraints over a threshold value, we increase the margin
for control path delays and repeat synthesis.

4. EXPERIMENTS
In the experiment, we evaluate the designed asynchronous

IDCT circuit in terms of area, execution time, dynamic
power consumption, and energy consumption comparing with
a synchronous counterpart. We use Altera Quartus II ver.14.1
and ModelSim-Altera Starter Edition ver.10.3 for synthe-
sis and simulation. The target device is Altera Cyclone IV
(EP4CE115F29C7).

Initially, we explore the fastest synchronous IDCT circuit
in clock frequency by changing clock cycle time. The clock
cycle time of the fastest synchronous IDCT is 14 ns. The
latency constraint for the asynchronous IDCT circuit is set
to 308 ns. The margin for data-path delays is set to 1.4 ns
(10% of clock cycle time) and the margin for control path
delays is 5.6 ns (40% of clock cycle time).

Figure 8 (a) represents the area of the designed IDCT cir-
cuit in terms of logic elements reported by Quartus II. The
area overhead of the asynchronous IDCT circuit is 33 %
compared to the synchronous IDCT circuit. The overhead

is caused by the area of control modules and delay elements.
Figure 8 (b) represents the execution time when an arbitrary
test input is given and simulated using ModelSim-Altera.
The overhead of the execution in the asynchronous IDCT
circuit is 44 % compared to the synchronous IDCT circuit.
This overhead comes from the margin for control path de-
lays. As we set a large enough value (5.6ns), more LCELLS
are inserted to delay elements. Figure 8 .(c) represents the
dynamic power consumption reported by PowerPlay Power
Analyzer in Quartus II when the designed circuit and simu-
lation result are given. We can reduce 24% of dynamic power
consumption due to the reduction of the power consumption
for clock network and register. Figure 8 .(d) represents the
energy consumption obtained by the product of the dynamic
power consumption and the execution time. It is increased
9% due to the increase of the execution time.

5. CONCLUSIONS
In this work, we designed a low power asynchronous IDCT

circuit on an FPGA. The circuit was synthesized by using
the maximum delay constraints for data-paths related to
setup constraints. In the experiment, we confirmed that
24 ％ of power was reduced compared to the synchronous
counterpart. However, the execution time and the energy
consumption were increased due to the insertion of more
LCELLs to delay elements.

As future work, we will optimize the execution time by
assigning the maximum delay constraints for not only data-
paths but also control paths.
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