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ABSTRACT

In this paper, we describe our approaches for the MediaE-
vals’ 2015 “Emotion in Music” task. Emotion analysis and
recognition have become an interesting issue of research in
the middle of the computer vision research area. Our meth-
ods consist of Multivariate Linear Regression (MLR), Sup-
port Vector Regression (SVR) and FeedForward Neural Net-
works (FFNN) for dynamic Arousal and Valence regression.
In this paper, we first present the results by using the MLR
and SVR, then present the results of FFNN. The recognition
of music emotions using Deep Learning is one of the latest
challenges in the field of speech processing. The simulation
results show that recognition with FFNN is better than the
traditional methods (MLR and SVR).

Categories and Subject Descriptors

H.4 Information Systems Applications|: Pattern Recog-
nitionDeep Neural Network; D.2.8 [Software Engineer-
ing]: Music—emotion recognition, deep learning

General Terms
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1. INTRODUCTION

Emotion is a term for a psychological and physiological
state associated with a broad variety of thoughts, feelings,
and behaviors a [1]. Emotions are subjective experiences,
or experienced from an individual point of view. Emotion
is often associated with mood, temperament and personal-
ity. But in general emotions are short-term whereas moods
are long-term and temperaments or personalities are very
long-term. Human emotion can be of different types such
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as happiness, angry, fear, sadness, surprise, disgust, bored,
shy etc. Recently, music and emotion recognition, which
tries to recognize emotion from music signals, has received
increasing attention. Music emotion recognition is a very
challenging task of which extracting effective emotional fea-
tures is an open question [2][3].

Nowadays, there are huge amount of speech and music
data on the internet. Thus, availability of automatic sys-
tems which can estimate human emotions from speech and
music can play an important role in developing new sophis-
ticated applications and services in entertainment as well as
in health care industries. A very important problem of au-
tomatic speech and music emotion recognition is that the
emotion is not only subjective, but also difficult to quan-
tify and analyze. Therefore, the establishment of flexible
emotional models is highly demanded. A deep neural net-
work (DNN) is a feed-forward neural network that has more
than one hidden layer between its inputs and outputs. With
sufficient training data and appropriate training strategies,
FFNNs perform very well in many machine learning tasks
[4].

2. RELATED WORKS

In the past ten years, there has been a rapid expansion
of music information retrieval research towards automated
systems with the processing of vast and easily-accessible dig-
ital music libraries. Recognition of emotions in music is still
in processing, though it has received increasing attention re-
cently [5]. Determining the emotional content of music audio
computationally is a cross disciplinary endeavor spanning
signal processing, machine learning, music theory and au-
ditory perception. Computational systems for music mood
recognition may be on the basis of emotion model, which
remain an active topic of psychology research. Categorical
and parametric models are supported through substantial
prior research with human subjects. Both models are used
in Music-IR systems, but the collection of “ground truth”
emotion labels remains a particularly challenging problem
regardless of the representation being used. The annual Mu-
sic Information Research Evaluation eXchange (MIREX) is
a community-based framework for evaluating Music-IR sys-
tems [6]. It included audio music mood classification as a
task for the first time in 2007 [7]. The highest performing
systems in this category demonstrate the improvement using
solely acoustic features every year. But the emotion is not
completely encapsulated within the audio alone(social con-
text, for example, plays a prominent role), so approaches
incorporating music metadata, such as tags and lyrics.



Proceedings of the 2nd International Conference on Applications in Information Technology

3. METHDOLOGY

3.1 Deep Neural Networks

Deep Neural Networks (DNNs) have recently achieved
breakthrough results in almost every machine-learning task.
They are a set of machine learning algorithms inspired by
how the brain works. Unlike most traditional machine-
learning algorithms, Deep Neural networks perform auto-
matic feature extraction without human interference. [8] A
simple DNN shows in Fig.1

Figure 1: simple DNN

It is hard to understand the behavior of deep neural net-
works in general, but it is much easier to see what is happen-
ing when the data passed through a single layer: A mapping
from the input space to the output space. It is a basally lin-
ear transformation followed by an activation function, whose
mathematical description is Eq.(1), where & is the input, W
is weights matrix, b is bias, a() is activation function and
is the output of this layer.

G=a(W x Z+b) (1)
The single layer actually transforms the data and create a
new representation. The equation describe a process by the
5 space operations. First, change the dimensionality of the
input space. Second, Rotate the input space. Third, Scale
the input space. Fourth, Translate the input space. Fifth,
”bend” the input space. The first 3 operations are done by
WH*Z, the 4th one is provided by I;, and the 5th operation is
done by a() which gives nonlinearity to the layer.

3.2 Data Pre-Processing

Like other machine learning methods, pre-processing is
needed before training.

Mean Subtraction

Mean subtraction is the most common way which can
make it easy for the network to converge. It is just subtract-
ing the mean across every individual feature in the data and
it can center the cloud of data around the origin along every
dimension.

Normalization
Normalization is the process of organizing the columns
(attributes) and tables (relations) of a relational database
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to minimize data redundancy. There are two common ways
of achieving this:

1. Divide each dimension by its standard deviation, once
it has been a zero-centered.

2. Normalize each dimension so that the min and max
along the dimension is -1 and 1.

Notes that the outputs should also correspond to the ac-
tivation function of the output layer. For example, if we use
the sigmoid activation function, then the range of outputs
should be (0,1).

One-Hot Vector

If the task is classification, then instead outputting a most
likely class, we also want to know the probabilities being
other classes. Then, we need to convert our labels to one-
hot vectors of size number of classes. For example, the class
with index 12 would be the vector of all 0’s and a 1 at po-
sition 12.

PCA and Whitening
PCA and Whitening are another form of preprocessing
that also helps the convergence of FFNNs.

3.3 Activation functions

The mostly used activation functions are ReLU, Sig-
moid, Tanh. ReLU has two benefits. First, it is fast than
the other two. Second, it does not suffer from the vanishing
gradient problem. ReLU’s are faster to compute because 1)
They supposedly do not require any normalization. 2) They
do not require any exponential computation (such as those
required in sigmoid or Tanh activations).

3.4 Loss Functions

We train a network by minimizing the error the current
network makes. Therefore, first, we need to define the er-
ror. The function that measures the error is called the loss
function. In our experiment, we just use the regression.

Regression

For the regression tasks, we hope the predictions and tar-
gets are as close as possible. The correlation coefficient,
sometimes also called the cross-correlation coefficient, is a
quantity that gives the quality of a least squares fitting to
the original data. It is expressed as R%. X means the tar-
gets and the Y means the predictions. Therefore, the loss
function can be any type of distance between them, like
root mean squared error(RMSE), y; means the targets and
y; means the predictions. The correlation coefficient and
RMSE are given by the following equation.

R = < vifé(ff{;)(y>)2 ¥

3.5 Updates

Once we have the loss function, we can update the pa-
rameters of FFNN by minimizing the error got from loss
function.
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Backpropagation

Backpropagation is the key algorithm that makes training
deep models computationally tractable. For modern neu-
ral networks, it can make training with gradient descent as
much as ten million times faster, relative to a naive imple-
mentation.

Gradient Descent

Gradient Descent The method used in conjunction with
Backpropagation for finding the minimum of loss function is
Gradient descent. Generates update expressions of Eq.(4).
It takes steps proportional to the negative of the gradient as
, because we want to minimize the loss function.

param = param — learningrate X gradient (4)

Depending on the Size of examples in each iteration, the
name will also change:

1. Stochastic Gradient Descent (SGD): one example from
training set in each iteration.

2. Mini-batch gradient descent: m examples from training
set in each iteration and the gradient will be averaged over
m examples.

Unlike vanilla Gradient descent that runs through all sam-
ples in the training set to do a single update for a parameter
in a particular iteration, SGD often converges much faster.
Note that sometimes people use the term SGD even when
referring to mini-batch gradient descent. The size of the
minibatch is a hyperparameter but it is not very common to
cross-validate it. It is usually based on memory constraints.
We use powers of 2 in practice because many vectorized op-
eration implementations work faster when their inputs are
sized in powers of 2. The smaller size tends to give more gen-
eralization because it will not fit the training set too well in
each iteration. Gradient Descent also has a problem. Be-
cause it is a first-order optimization algorithm that finds a
local minimum of a function, it can get stuck in local minima
and fail to reach the global minima as shown in Fig.2.

Starting pt.

Local minima

Global minima

Figure 2: get stuck in local minima

The noise in the stochastic error surface is likely to bounce
the network out of local minima, which is one of the reasons
why SGD often converges much faster and better.

Dropout

Dropout is an extremely effective, simple regularization
technique and recently introduced by Srivastava et al. In
[9]. The key idea is to randomly drop units (along with
their connections) from the neural network during training
as indicated in Fig 3. This prevents units from coadapting
too much. While training, dropout is implemented by only
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keeping a neuron active with some probability p (a hyper-
parameter), or setting it to zero otherwise.

(b) After applving dropout.

(a) Standard Neural Net

Figure 3: Only apply dropout during training

4. DATASET

430 songs have been selected from Free Music Archive(FMA).

Last year they filtered out the songs with low agreement to
provide a cleaner development set. The extracted 45 sec-
onds excerpts are all re-encoded to have the same sampling
frequency, i.e, 44100Hz. Since at the start of the dynamic
annotations the annotations were not stable, we discarded
the first 15 seconds and the dynamic annotations of the last
30 seconds are provided. The 45 seconds excerpts are ex-
tracted from random (uniformly distributed) starting point a
song. The dynamic (continuous) annotations were collected
at a sampling rate which varied by browsers and computer
capabilities. Therefore, we resampled the annotations and
generated the averaged annotations with 2Hz sampling rate.
To combine the annotations collected for the whole song, on
nine points scale, we took the average across all annotators
and rounded. The songs were annotated by crowdworkers
(annotators) on Amazon Mechanical Turk. Each song was
annotated once for arousal and once for valence separately.
The crowdworkers were asked were asked to annotate the
emotion music intends to induce and not the crowdworkers’
own emotion. They had more than 1700 songs from which
they selected 430 songs which had the best agreement and
changes in their emotional levels. This way they provide a
better set for my systems.

The database includes 430 songs. 344 songs for training
and 86 songs for testing. They were labeled with arousal
and valence values.The features have 260 dimensions, were
extracted with openSMILE toolkit. The features include
Root Mean Square energy, Zero crossings, Mel Frequency
Cepstrum Coefficient, Spectral Flux, etc.

S. APPROACH AND EXPERIMENTS

Music emotion recognition system is mainly based on the

study of the psychology. It can be divided into two-representation

method: Categorical approach and Dimensional approach
[10]. For categorical approach, SVM can be used to train
a model, and then classify the categories. But there are
two problems with the approach: granularity and ambigu-
ity. Too many categories will lead to many similar categories
which are nearly same from each other. However, few cate-
gories cannot lead to an effective way to distinguish different
emotions. Ambiguity refers to whether the adjective emo-
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tional categories used are easy or difficult to distinguish from
each other. For dimensional approach, the most widely used
is 2-dimensional emotion plane. The problems of granularity
and ambiguity can be solved by dimensional approach. But
many experiments show that the dimensions of them are not
independent from each other, so this method is not perfect.
In this paper, we proposed a novel deep neural network to
music emotion recognition.

In Table 1, we report the performances(R? and RMSE)
of three approaches calculated individually for each music
piece. All the results are obtained by the same dataset.
The analysis of the results obtained this year indicate that
all our runs performed better than the algorithms of SVR
and MLR. In our experiments, the results showed signifi-
cant improvement over MLR and SVR. Then, we present
the results of the experiments for evaluating the proposed
algorithms. We use root mean square error(RMSE) and cor-
relation coefficient(R?) to evaluate the performance of mod-
els. The input dimension is 260 and the output dimension
is 2(arousal and valence). The results are as follows:

Table 1: The performance of MLR, SVR and FFNN

Approaches | RMSE-a | RMSE-v | R*-a | R*-v
MLR 0.16 0.17 0.35 | 0.26
SVR 0.17 0.19 0.36 | 0.25

FENN(LI=3) | 0.25 026 | 0.68 | 0.66

6. CONCLUSION

In this paper, we present a novel method for emotion
recognitions. The method use deep neural network to cat-
egorical approach and dimensional approach. From the nu-
merical experiments, the method was proven to be effective
for music emotion recognitions. However, there is a still
considerable room to improve and show the extant distance
between the human brain and the computer in our future
work.
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