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ABSTRACT
In the present paper the task is to develop a learning pro-
gram complex on optimal control problems. For solving op-
timal control problems the adaptive algorithm of R. Gabasov
is used. The structure of a program complex for continuous
models is proposed. The solution is divided into two stages:
reducing the optimal control problem to an interval linear
programming problem (ILPP), and applying the adaptive
method to the ILPP. The developed complex is implemented
in MATLAB environment. Stabilization of three-mass os-
cillatory system with minimal fuel consumption problem is
used for testing. The optimal control is computed, and re-
sults are presented graphically.

Categories and Subject Descriptors
I.2.8 [Artificial Intelligence]: Problem Solving, Control
Methods, and Search — control theory

General Terms
Theory

Keywords
Optimal control problem, interval linear programming prob-
lem, learning

1. INTRODUCTION
In many control problems we have to find the optimal con-

trol. Often this problem is quite difficult, however for con-
trollable systems the solution can be found with the adap-
tive method by R. Gabbasov [1, 2, 3]. Teaching students this
method and its program implementation gives them a way
to solve optimal control problem and opens a new viewpoint
towards the problems. Furthermore this contains unconven-
tional approach to the linear programming problem.
The task was to develop a learning complex on optimal

control problems.
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2. STRUCTURE OF THE COMPLEX
Problem statement. The adaptive method can be applied

to differential as well as to discrete systems. Consider a
system of ordinary differential equations with a control pa-
rameter and given initial conditions

ẋ = A(t)x+ b(t)u, (1)

x(t∗) = x0, (2)

t ∈ [t∗, t
∗] = T, t∗ < t∗ < +∞,

where x ∈ Rn, u ∈ R1, A(t) is a (n × n)-matrix, b(t) is
a vector function whose elements are piecewise continuous
functions for t ∈ T .

The function u(t), t ∈ T denotes a discrete control (with
the quantization step h), if

u(t) = u(t∗ + kh) = ukh, t ∈ [t∗ + kh, t∗ + (k+ 1)h[9 (3)

for every k = 0, N − 1. Here h = (t∗ − t∗)/N is the quanti-
zation step and N is a natural number. Besides, |u(t)| 6 L
for t ∈ T , L > 0. Denote the set of decomposition points as
Tu = {t∗, t∗ + h, . . . , t∗ − h}.

Let’s formulate a terminal control problem: To find the so-
lution of the initial value problem (IVP) (1), (2) with piece-
wise constant control, that maximizes the objective function

cTx(t∗) → max (4)

provided that

Hx(t∗) = g, (5)

where g ∈ Rm and rankH = m < n.
The problem is solved with the adaptive Gabasov method.

The method is applied in two stages. The first stage is re-
ducing of the optimal control problem to an interval linear
program problem (ILPP). The second stage is solving the
obtained ILPP with the adaptive method.

The first stage can be presented as following. The general
solution of the IVP (1),(2) at time t = t∗ is

x(t∗, t∗, x0) = Y (t∗)

Y −1(t∗)x0 +

t∗∫
t∗

Y −1(τ)b(τ)u(τ)dτ

 ,

(6)
where Y (t) is the fundamental matrix of the corresponding
homogeneous system. The substitution of (6) to (4) gives
an equivalent representation

t∗∫
t∗

cTY (t∗)Y −1(τ)b(τ)u(τ)dτ → max . (7)
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Figure 1: Oscillatory system

Consider the dual system with initial conditions

ż = −AT (t)z, (8)

z(t∗) = c, (9)

where c and t∗ comes from the conditions (4), (5). Its solu-
tion can be written as zc(t) = Z(t)Z−1(t∗)c, where Z(t) is
the fundamental matrix of the system (8). The main prop-
erty of the fundamental matrix is ZT (t) = Y −1(t). With
use of this property it’s easy to find that

zTc (t) = cT
(
Z−1)T (t∗)Z−1(t) = cTY (t∗)Y −1(t). (10)

Considering (10) the condition (7) becomes

t∗∫
t∗

zTc (τ)b(τ)u(τ)dτ → max . (11)

Now consider the terminal condition (5). Using (6) it can
be represented as

t∗∫
t∗

HY (t∗)Y −1(τ)b(τ)u(τ)dτ = g0, (12)

where g0 = g −HY (t∗)Y −1(t∗)x0 is a vector of size m.
Taking into account that we search for control in the form

(3), we can rewrite (11) and (6) as∑
t∈Tu

cku(t) → max, (13)

∑
t∈Tu

dku(t) = g0, (14)

respectively, where

dk =

t+h∫
t

HY (t∗)Y −1(τ)b(τ)dτ, ck =

t+h∫
t

zTc (τ)b(τ)dτ,

for t = t∗ + kh, k = 0, N − 1.
Let’s denote

U = (u0, u1, . . . , ukh, . . . , u(N−1)h)
T ,

C = (c0, c1, . . . , cN−1), D = (d0, d1, . . . , dN−1).

Finally the problem (13), (14) can be represented in the form
CTU → max,

DU ≤ g0,

|uk| ≤ L, k = 1, N.

(15)

We give a short outline of the second stage following [4].
It’s important since the package of applied programs, that
implement the construction of optimal control, was written
on its base.

Often it is impossible to get exact results of measuring
on practice, in which case it’s unnecessary to find the ex-
act solution. The adaptive method can find approximate
(suboptimal) solutions [1, 4].

Let’s show its general scheme by the example of a general
ILPP

φ(x) = cTx → max, b∗ 6 Ax 6 b∗, d∗ 6 x 6 d∗. (16)

We need to find an ε-optimal solution xε, ε > 0, using
an a priori known information about the solution of the
problem(16). To find the solution we construct a sequence
of approximations {xi}, i = 1, 2, . . . , which are plans of the
problem (16). A basic instrument of the adaptive method
are supports. Thereby a sequence of approximations and a
sequence of supports {Ki

op}, i = 1, 2, . . . are constructed.
At every iteration of the method a new pair is constructed

{xk,Kk
op} → {xk+1,Kk+1

op }.

The method consists of two phases. At the first phase on
base of the known information about the problem (16) solu-
tion a first plan {x1,K1

op} is constructed. The construction
of following approximations is the second phase of the adap-
tive method.

In the adaptive method at every step it’s possible to find
the target value deviation, named suboptimality estimation
and denoted β(xk,Kk

op). The method is based on the prin-
ciple of suboptimality reduction:

β(xk+1,Kk+1
op ) 6 β(xk,Kk

op).

The estimation of suboptimality allows the representation

β(xk,Kk
op) = µ(xk) + µ(Kk

op),

so two separate procedures can be done:

1) plan update xk → xk+1, and

2) support update Kk
op → Kk+1

op .

It is proven [4] that the adaptive method of finite number
of steps converge to optimal solution.

The method was implemented in MATLAB environment
and is suitable for solving various optimal control problems.

Note that the developed algorithm has some drawbacks.
This method can converge slow enough if dimension of the
system will be high. Also in the last iteration the rate of
convergence reduced, especially for small values of ε.

3. EXAMPLE
As an example we consider the problem of fixed time sta-

bilization of a three-mass oscillatory system with minimal
fuel consumption (Fig. 1).
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Figure 2: Optimal control
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Figure 3: State variables. Transient

A mathematical model of the problem is

ẋ1 = x4,
ẋ2 = x5,
ẋ3 = x6,
ẋ4 = −2.33x1 − x2 + 0.33x3 + u,
ẋ5 = −0.88x1 − 2.06x2 − 0.88x3,
ẋ6 = 0.25x1 − 0.75x2 − 1.75x3,

x1(0) = x2(0) = x3(0) = 0, x4(0) = 2, x5(0) = 1, x6(0) = 1,
x1(25) = x2(25) = x3(25) = x4(25) = x5(25) = x6(25) = 0,

25∫
0

u(t)dt → min, 0 6 u(t) 6 1, t ∈ [0, 25[,

where x1 = x1(t), x2 = x2(t), x3 = x3(t) are deviations
from the equilibrium position of the first, second and third
masses, respectively, and u = u(t) is the control parameter.
This optimal control problem with the quantization period

h = 0.025 is equivalent to a linear programming problem
of dimension 6 × 1000. The adaptive method was used to
construct the optimal control. The problem is solved in 141
iterations (Figures 2, 3).

4. CONCLUSION
A learning software system on optimal control problems

is described. The stages of the complex are presented, the
software package implementing the method is written. It
provides the tools for visualiazation of the the adaptive Gab-
basov method work, and for optimal control construction for
arbitrary mathematical models.
The software package is used and developed at a special

seminar of the Department of Mathematical Modelling of
Economical Systems, Faculty of Applied Mathematics and
Control Processes, Saint-Petersburg State University.
In the next stage to expand the methodological basis of

the program complex we are planning to use the results and
examples of works [5–13].
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