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ABSTRACT

With the increase in the possibility of incorporating multiple cores on a single chip (MCSoC), the issue of an efficient interconnection that is scalable, takes up small area and has low power consumption must be taken into consideration carefully. Network on chip (NoC) has evolved as a promising solution for efficiently interconnecting multiple core on a single chip (MCSoC). NoC brings conventional networking theories and methods to chip communication and brings notable improvements over the conventional bus systems.

The aim of my research will be to study power consumption in NoC architecture and propose an effective dynamic remapping algorithm to reduce power consumption on NoC. This is done by monitoring the NoC at run time and dynamically re-mapping the cores to reduce power consumption. Low power consumption is desirable in MCSoC because high power increases capacitance, electro magnetic interference (EMI) and dissipates more heat, thereby reducing performance. In addition, must devices built using MCSoC are hand-held devices (battery powered) and therefore might not have access to continuous power supply.

I will be using the OASIS NoC which was developed at the Adaptive systems laboratory, The University of Aizu, Graduate School of Computer Science and Engineering. Aizu, Japan To test my Algorithm. OASIS NoC is a complexity effective on-chip interconnection network.
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Chapter I

1.0 Introduction

For the next decade, Moore’s Law is still going to bring higher transistor densities allowing billions of transistors to be integrated on a single chip. However, it became obvious that exploiting significant amounts of instruction-level parallelism with deeper pipelines and more aggressive wide-issue super-scalar techniques, and using most of the transistor budget for large on-chip caches has come to a dead end. Scaling performance with higher clock frequencies, especially, is getting more and more difficult because of heat dissipation problems and energy consumption that is too high. The latter is not only a technical problem for mobile systems, but is also becoming a severe problem for computing centres because high energy consumption leads to significant cost factors in the budget. Improving performance can only be achieved by exploiting parallelism on all system levels [1].

Multicore architectures offer a better performance/Watt ratio than single-core architectures with similar performance. Combining multi-core and co-processor technology promise extreme computing power for high CPU-time-consuming applications. [1]

1.1 System on chip (SoC):

System-on-a-chip or system on chip (SoC or SOC) refers to integrating all components of a computer or other electronic system into a single integrated circuit (chip). It may contain digital, analogue, mixed-signal, and often radio-frequency functions – all on a single chip substrate. A typical application is in the area of embedded systems.
A typical SoC consists of:

- One micro-controller, microprocessor or DSP core(s). Some SoCs – called multiprocessor System-on-Chip (MPSoC) – include more than one processor core.
- Memory blocks including a selection of ROM, RAM, EEPROM and flash.
- Timing sources including oscillators and phase-locked loops.
- Peripherals including counter-timers, real-time timers and power-on reset generators.
- External interfaces including industry standards such as USB, FireWire, Ethernet, USART, SPI.
- Analogue interfaces including ADCs and DACs.
- Voltage regulators and power management circuits.

These blocks are connected by either a proprietary or industry-standard bus such as the AMBA bus from ARM. DMA controllers route data directly between external interfaces and memory, by-passing the processor core and thereby increasing the data throughput of the SoC [2].

1.2 Multiprocessor System on chip (MPSoC):

In computing, a processor is the unit that reads and executes program instructions, which are fixed-length (typically 32 or 64 bit) or variable-length chunks of data. The data in the instruction tells the processor what to do. The instructions are very basic things like reading data from memory or sending data to the user display, but they are processed so rapidly that we experience the results as the smooth operation of a program.
Processors were originally developed with only one core. The core is the part of the processor that actually performs the reading and executing of the instruction. Single-core processors can only process one instruction at a time. (To improve efficiency, processors commonly utilize pipelines internally, which allow several instructions to be processed together, however instructions are still consumed into the pipeline one at a time.)

A *multi-core processor* is composed of two or more independent cores. One can describe it as an integrated circuit which has two or more individual processors (called cores in this sense). Manufacturers typically integrate the cores onto a single integrated circuit die (known as a chip multiprocessor or CMP), or onto multiple dies in a single chip package.

Multi-core processors are widely used across many application domains including general-purpose computing, embedded systems, networks, digital signal processing (DSP), and graphics [2].

### 1.3 Communication on MPSoC:

Traditionally, a bus based system is used for communication on MPSoC. The bus serves as an on-chip interconnect for all communicating cores on a single chip. The bus-based architectures have evolved over the last couple of years from single shared buses to multiple bridged buses (hierarchical buses), and crossbars.
Common network topologies to interconnect cores include bus, ring, 2-dimensional mesh, and crossbar topologies. Cores may or may not share caches, and they may implement message passing or shared memory inter-core communication methods.

The hierarchical buses, allow multiple buses to operate in parallel, however, all the communicating partners need to be connected to a single crossbar. These bus-based architectures suffer from scalability problems for a large number of connected processing elements[4]. Figure below shows conventional bus-based communication approach.
Buses have been deployed for communication since the beginning of circuit design and made their way in SoC due to their well understood concepts, their compatibility with most of the available node processors, the area taken on the chip and the zero latency after the arbiter has granted control [13].

1.4 Drawbacks of the conventional bus system.

1. Poor scalability: On the bus architecture, resources are shared between communicating cores, this limits the number of cores that can be integrated on a single bus.

2. Communication delay: On the bus architecture, only one core can send messages at a time, this constraint leads to communication delay because a core has to wait for a while before sending messages out. This leads to a lack of parallelism and communication concurrency.
3. Ad-hoc Global wire Engineering: There exists many different ways in which cores could be connected in a bus architecture, this leads to ad-hoc and non standardized global wire engineering on the chip.

4. Bandwidth is limited and shared and therefore the link speed goes down with increase in number of connected cores.

5. The bus system usually have a single bus arbiter that regulates access and activities on the bus. This central arbitration creates a single point of failure on the bus architecture.

6. Computation and communication are coupled on the Bus architecture.

7. On the bus architecture, no abstraction is done in terms of the layers of communication. Therefore any change affects the whole architecture.

8. Clock skew is an inherent synchronization problem of long links, as using the same clock for all components throughout the whole system will not be achievable with the growing future complexity [4]

As technology scales, MPSoC applications exhibit huge communication demands, scalable communication architectures are needed for efficient implementation of future complex Multicore SoCs. Due to the lack of scalability, both in terms of power and performance, traditional bus-based communication architectures fail to satisfy the tight requirements of future applications [1].

A new communication paradigm is therefore needed to solve the aforementioned problems of the bus architecture. This communication architecture should aim to provide high throughput, scalability, low power, reduced packet loss, utilize link efficiently, reduce contention and occupy less area on silicon [13].
1.5 Network-on-chip (NoC):

Network on chip (NoC) has evolved as a promising solution for efficiently interconnecting multiple cores on a single chip (MCSoC). NoC brings conventional networking theories and methods to on-chip communication and brings notable improvements over the conventional bus systems. Figure below shows a NoC architecture.

The basic idea behind NoC is that processors are connected via a packet switched communication network on a single chip similar to the way computers are connected to internet. A chip based on NoC interconnection consists of several network clients (e.g. processors, memories, and custom logic) which are connected to a network that routes packets between them [2].
The NoC Architecture solves the problems associated with bus architecture. It is scalable, parallelism and concurrency are easily supported because multiple cores can send and receive packets at the same time (concurrent communication). NoC has distributed arbitration and the aggregate bandwidth grows. The link speed in NoC is not affected by the number of connected cores. NoC has separate layers of abstraction, Communication and Computation are separated, the former is achieved by the NoC while the cores are responsible for the later. On the NoC architecture, messages are transmitted via packets.

Packet switching supports asynchronous transfer of information. It provides extremely high bandwidth by distributing the propagation delay across multiple switches, thus pipelining the signal transmission. In addition, the NoC offers several promising features. First, it transmits packets instead of words. Dedicated address line like in bus systems are not necessary since the destination address of a packet is part of the packet.

Secondly, transmission can be conducted in parallel if the network provides more than one transmission channel between a sender and a receiver. Thus, unlike bus-based system on chip, NoC presents theoretical infinite scalability, facile IP core reusing, and higher parallelism [2].

In [15] the author summarises the various parts of a NoC Architecture. He described the various parts of a Heterogeneous NoC. In each tile of a heterogeneous on-chip network, the PE (Processing element) can flexibly be any processing unit like CPU/DSP/ARM/FPGA/ASIC core, embedded memory, application-specific component or periphery, according to the target applications. A router (or switch) in the tile is typically designed with a crossbar switch and arbiter unit, and five input/output channels (each of them is made up of a controller and an input buffer) which connects to the local PE and the extended routers in the four directions.

A processing element communicates with others by exchanging data with its local router (switch), and passing data packages throughout the network links to approach the target node. A crossbar switch in the router is used to route data packets from its input buffers to the appropriate output links, and a crossbar arbiter is used to determine the transmission priorities when traffic conflict happens inside the router. Thus packets traverse multiple links and go through routers in the NoC fabric from the source to the destination [16].
Figure 4: Mesh Network with a router(switch).

1.6 Properties of NoC:

The Diagram below depicts the various properties of NoC architecture:

Figure 5: Properties of a NoC Architecture.
1.6.1 **Network Topology:**

The topology of a typical NoC system simply defines how the nodes are interconnected by links. Topologies can vary depending on system’s modules sizes and placements (functional requirements).

There are several well known standard topologies on which an application can be mapped. We broadly classify them as direct and indirect topologies. In direct topology, each core is connected to a single switch some examples of direct topology are mesh, torus, ring, butterfly, octagon. For indirect topology, a set of cores are connected to a single switch. Fat tree and folded torus are indirect topologies proposed [3].

![Different Network topologies](image)

Figure 6: Different Network topologies.
1.6.2 Switching Scheme:

Simply put, switching is how a message (packet) traverses the route. There is a large protocol space to select from for NoCs. Circuit switching, packet switching, and wormhole switching are possible choices for NoC protocols. These schemes can be mainly distinguished by their flow control methodologies. When these switching techniques are implemented in on-chip networks, they will have different performance along with different requirements on hardware resources [3].

In circuit switching, a physical path from the source to the destination is reserved prior to the transmission of data. Once a transmission starts, the transmission is not corrupted by other transmission since packets are not stored in buffer as in packet switching (discussed later). The advantage of circuit switching approach is that the network bandwidth is statically reserved for the whole duration of the data.

Moreover, because circuit switching does not need packet buffers, area and power consumption can be reduced. The overhead of this approach is that the setting up of an end-to-end path causes unnecessary delay. In summary, circuit switching can provide high performance but little flexibility [3].

Another alternative to circuit switching is packet switching scheme. Packet based communication has been brought to NoCs from the Internet world but loses the original advantage of reliability in the absence of dynamic routing. Currently, most of the proposals for routing in NoCs are based upon static routing mechanisms — XY-coordinate discipline [3].

In packet based communication, data is divided into fixed length packets and whenever the source has a packet to be sent, it transmits the data. Every packet is composed of a control part, the header, and a data part (also named payload). Network switches inspect the headers of incoming packets to switch the packet to the appropriate output port. In this scheme, the need for sorting entire packets in a switch makes the buffer requirement very high [3].
The last technique is the so-called wormhole packet-switching, where each packet is further divided into flits (flow control unit) and the input and output buffers are expected to store only a few flits. Therefore, the buffer space requirement in the switches can be small and compact compared to the packet switching scheme. The header flit reserves the routing channel of each switch, the biddy flits will then follow the reserved channel, and the tail flit will later release the channel reservation [3].

The advantage of the wormhole routing is that it does not require the complete packet to be stored in the switch’s buffer while waiting for the header flit to route to the next stages. Thus, it requires much less buffer spaces. One packet may occupy several intermediate switches at the same time. Therefore, because of these advantages, wormhole routing is an ideal candidate switching technique for on-chip multiprocessor interconnects networks [3].

The disadvantage is that by allowing a message to occupy the buffers and channels, wormhole routing increases the possibility of deadlock. In addition, channel utilization is somehow decreased if a flit from a given packet is blocked in a buffer [3].

![Switching Techniques Diagram](image-url)  
Figure 7: Switching Techniques
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1.6.3 Flow control:

Flow control schedules the traversal of messages (packets) over time. This is used only for dynamic routing. Flow control determines how resources, such as buffers and channels bandwidth are allocated and how packet collisions are resolved. Whenever the packet is buffered, blocked in place, dropped, or misrouted depends on the flow control strategy. A good flow control strategy should avoid channel congestion while reducing the latency. Examples of flow control mechanisms include T-Error, stall and go and ACK/NACK. [3]
1.6.4 Packet Format:

Packet Size Selection: The packet size highly depends on the characteristics of the application being used (i.e. data or control dominated). If a message has to be split in too many small packets which have to be re-assembled at destination to obtain the original message, the resulted overhead will be too high. On the other case, if the packet is too large, the packet might block the link for too many cycles and potentially block other traffic with side effects on the performance of the whole system. Therefore, the correct packet size is also crucial to make optimum use of the network resources. [3]

1.6.5 Queuing scheme (Virtual Channels):

In [18], the authors describe the design of virtual channels in NoC. A virtual channel splits a single channel into two channels, virtually providing two paths for the packets to be routed. There can be two to eight virtual channels. The use of VCs reduces the network latency at the expense of area, power consumption, and production cost of the NOC implementation. However, there are various other added advantages offered by VCs [18].

Network deadlock/livelock: Since VCs provide more than one output path per channel there is a lesser probability that the network will suffer from a deadlock; the network livelock probability is eliminated (these deadlock and livelock are different from the architectural deadlock and livelock, which are due to violations in inter-process communications) [18].

Performance improvement: A packet/flit waiting to be transmitted from an input/output port of a router/switch will have to wait if that port of the router/switch is busy. However, VCs can provide another virtual path for the packets to be transmitted through that route, thereby improving the performance of the network[18].

Supporting guaranteed traffic: A VC may be reserved for the higher priority traffic, thereby guaranteeing the low latency for high priority data flits [18].
*Reduced wire cost:* In today’s technology the wire costs are almost the same as that of the gates. It is likely that in the future the cost of wires will dominate. Thus, it is important to use the wires effectively, to reduce the cost of a system. A virtual channel provides an alternative path for data traffic, thus it uses the wires more effectively for data transmission. Therefore, we can reduce the wire width on a system (number of parallel wires for data transmission) [18].

1.6.6 *Routing scheme:*

Routing is the process of selecting paths in computer networking along which to send data or physical traffic. Routing algorithms are responsible for correctly and efficiently routing packets or circuits from the source to destination [16].

In [15], the author describes two types of routing techniques: static (deterministic) routing and dynamic (adaptive) routing. Deterministic routing means routing paths are completely determined offline, while adaptive routing is that paths are online determined depending on dynamic network conditions. Deterministic routing has design simplicity and low latency under loose network traffic, but performs throughput degradation when network congestion happens. Adaptive routing uses alternative paths when network is congested, which provides higher throughput, while it will experience higher latency if network congestion is low.

In NoCs, the routing scheme usually selects candidates among the routing paths that have minimum distance between the source and destination nodes. There are many routing algorithms available e.g. XY routing and odd-even routing [17]. They are both theoretically guaranteed to be free of deadlock and livelock.
The XY routing strategy can be applied to regular two-dimensional mesh topologies without obstacles. The position of the mesh nodes and their nested network components is described by coordinates, the x-coordinate for the horizontal and the y-coordinate for the vertical position. A packet is routed to the correct horizontal position first and then in vertical direction. XY routing produces minimal paths without redundancy, assuming that the network description of a mesh node does not define redundancy.

The odd-even turn model is a shortest path routing algorithm that restricts the locations where some types of turns can take place such that the algorithm remains deadlock-free. More precisely, the odd-even routing prohibits the east → north and east → south turns at any tiles located in an even column. It also prohibits the north → west and south → west turns at any tiles located in an odd column.

1.7 NoC Design Flow:

A typical heterogeneous NoC design flow is described in Figure 9. First of all, types of needed PEs are selected according to the natures of target applications (PE selection). Tasks are then mapped to the PEs (task allocation), and topology synthesis is applied. The mapping procedure decides the position of the selected PEs in the topology (tile mapping). Then, path selection for communications between the application tasks is performed (routing path allocation), and the scheduling policy or result of each PE is decided (task scheduling). Some optimizations are performed throughout the entire flow, like channel width selection and buffer sizing.

The figure below shows the NoC design flow. Each step is guided by protocols and algorithms. A survey of various NoCs was made in [18]. Various techniques and Algorithms that have been employed in NoC synthesis are discussed there.
1.8 OASIS NoC:

The OASIS NoC was developed at the Adaptive systems laboratory, The University of Aizu, Graduate School of Computer Science and Engineering, Aizu, Japan.

OASIS NoC is a complexity effective on-chip interconnection network. It uses a 4x4 mesh network and adopts wormhole switching. The size of one flit is 76 bit, and it has information of destination address, next port direction information and payload. Only input ports have buffers in OASIS. The maximum number of ports is five is the OASIS NoC (NORTH, SOUTH, EAST, WEST & SELF) Each input port has FIFO which is 76 bits.

Fig. 10: OASIS flit structure. DATA(64bit) is payload, TAIL(1bit) means last flits of a packet.
NEXTPORT(5bit) is direction of output, XDEST(3bit) is destination x-address, YDEST(3bit) is destination y-address. The next port direction in next address is decided in input port. By comparing the destination address with the next address. The algorithm is as follows:

- If Y destination address > Y next address
  then next port == NORTH
  ELSE next port == SOUTH
- If X destination address > X next address
  then next port == EAST
  ELSE next port == WEST
- If destination address == next address
  then next address == SELF

Fig 11: OASIS Switch.
OASIS switch has an Allocator and an Arbiter. The switch allocator decides the direction of flit in input port and when the flit should be sent to output. The Arbiter is used to resolve deadlock. It determines high priority flit in input port, OASIS arbiter schedules in round-robin scheme. The flow control mechanism in OASIS is called the STALL-GO.
Chapter II

2.1 Objective of the Research:

The aim of my research will be to study power consumption in NoC and propose an efficient dynamic re-mapping algorithm to reduce power consumption on NoC architecture. This will be achieved by monitoring the NoC at run time and dynamically re-mapping the cores (PE) to bring frequently communicating cores as close as possible.

Although today’s processors are much faster and far more versatile than their predecessors using high-speed operation and parallelism, they also consume a lot of power. Moreover, an interconnection network dissipates a significant fraction of the total system power budget. For instance, the MIT Raw on-chip network consumes 36% of the total chip power and Alpha 21364 microprocessor dissipates 20% of total power in interconnection network [7].

As observed in [5], As the number of routers/switches between communicating cores decreases, the power consumption and communication delay between the cores also decreases. Dynamic re-mapping will be aimed at reducing the link length (by implication the number of switches/routers crossed by packets from source to destination) between frequently communicating cores.

2.2 Energy model of NoC

As the characteristic of NoC, power dissipation is a critical issue throughout the design. We only consider communication power dissipation which is consumed on the router/switch and the interconnect wires. Computation power dissipation on the PEs is not an issue in NoC. Most researchers use power modeling with bit energy, which is the power consumption of transferring a bit of data from the source node to the destination, as the energy model of NoC [15].
Ye et al. [28] proposed a model for power consumption of network routers/switches. The bit energy \( (E_{bit}) \) metric is defined as the dynamic energy consumed when one bit of data is transported through the router/switch:

\[
E_{bit} = E_{Sbit} + E_{Bbit} + E_{Wbit}
\]  

(2.1)

Where \( E_{Sbit} \), \( E_{Bbit} \) and \( E_{Wbit} \) represent the dynamic energy consumed by the switch, buffering and interconnection wires inside the switching fabric, respectively.

Since in Eq. (2.1), \( E_{Wbit} \) is the dynamic energy consumed on the wires inside the switch fabric, for NoC, the dynamic energy consumed on the links between tiles \( (E_{Lbit}) \) should also be included. Thus, the average dynamic energy consumed in sending one bit of data from a tile to its neighbouring tile can be calculated as:

\[
E_{bit} = E_{Sbit} + E_{Bbit} + E_{Wbit} + E_{Lbit}
\]  

(2.2)

Let \( E_{Rbit} \) to be the average energy consumption of transferring one bit of data through a router, that is:

\[
E_{Rbit} = E_{Sbit} + E_{Bbit} + E_{Wbit}
\]  

(2.3)

Consequently, in a new model, the average energy consumption of sending one bit of data from tile \( ti \) to tile \( tj \) is:
\[ E_{bit} = nhops \times ERbit + (nhops - 1) \times Elbit \] (2.4)

Where \( nhops \) is the number of routers/switch the bit passes. \( ERbit \) and \( Elbit \) in Eq. (2.4) are constants for a given design. Their values depend on the router architecture, inter-tile link geometry (width, length, shielding, etc.) and can usually be derived through profiling/simulation or analysis.

Figure 12: The NoC \( E_{bit} \) Energy Model.

Thus, using Eq. (2.4), the communication energy consumption can now be analytically calculated, provided that the communication volume between any communicating tile pair is known. For regular 2D mesh networks with minimal routing, Eq. (2.4) shows that the average energy consumption of sending one bit of data from tile \( ti \) to tile \( tj \) is determined by the Manhattan distance between them [27].

The power is mainly consumed by three sources: the internal node switches, the internal buffer queues and the interconnect wires [19, 20]. The degree of switch power consumption is decided by the choices of process technologies, voltage levels and operating frequencies. The internal buffer power consumption mainly comes from the occurrences of destination contentions and interconnect contentions in the buffer memories. The interconnect wires power consumption is directly related to the link lengths.
From the theories and experiments in [19, 20], the following conclusions were derived which can guide our designs with energy saving in mind. Storing a packet in buffer consumes far more energy than transmitting the packet on interconnect wires. This “buffer penalty” indicates that energy consumed in buffers is a significant part of total energy consumption of switch fabrics, and the buffer energy will increase very fast as the packet flow throughput increases [15].

How to minimize the power dissipation of a NoC system is basically the first and foremost criteria that embedded system designs focus on, and it is discussed in almost every paper in this area. Regarding to this, The contribution of this research is propose an efficient dynamic re-mapping algorithm that will significantly reduce interconnect wire length, number of switches/routers crossed (hence reduce “buffer penalty”).

2.3 Causes and Types of power consumption on NoCs:

To emphasize on the discussions above, types and causes of power consumption in a NoC based SoC architecture are summarized in this section. NoC source of power consumption can be classified into two broad classes:

1. Node centric and
2. Network centric.

The node centric power consumption is the power consumed by the IP cores. The processing elements (processor and memory) and custom logic cores consume power in SoCs, but they mostly have power management tools and policies implemented in them (cores). One of such policies described in [6]; involves dividing the states in which a node (IP core) can be (Active, sleep and idle).
The active state is the state in which the IP core is making some computation while the idle state is the state in which no computation is being made. When a core is in the idle state for some time it transits to a sleep state where the IP core is turned off and no power is consumed.

The power consumed during communication on the NoC, is referred to the network centric power consumption. In [8], it has been observed that NoCs’ buffers and links can consume near 75% of the total NoC power, thus there is a significant benefit to optimizing buffer size, link length and bandwidth of a NoC design. Parts of the NoC that consumes power include:

2.3.1 The Routers or Switch Fabric:

These are the interconnection devices through which packets of data are routed to their destination. The router/switch fabric consume power during routing/switching activity. The switching protocol and queuing scheme employed by the router/switch is also a determining factor of how much power is consumed on a NoC.

2.3.2 Buffers on Routers:

These are the input and output buffers on the switches/routers. The size of the buffer is proportional to the amount of energy consumed in keeping packets of data before they are routed out.

2.3.3 Link length:

The length of link between communicating cores. This is length of wire connecting a core to a switch/router and the length of wire connecting switch/router to another switch/router. This is the length which packets have to travel and is also proportional to amount of power consumed on the links. The NoC topology determines the link length.

2.3.4 Size of flits:

Large flits take up buffers space and take a long while to send thereby consuming power. Buffer size is directly proportional to the size of the flit in NoC.
2.3.5 Routing protocol:

The routing protocol may contribute to the power consumption in NoC. If the routing protocol uses longer routes to destination thereby increasing the hop count (number of switches/routers crossed to packet destination).

2.4 Desirability of Low Power:

Low power consumption is desirable in MCSoC because:

1. High power increases capacitance, electro magnetic interference (EMI) and dissipates more heat, thereby reducing performance and usability.

2. Most devices built using MCSoC are hand-held devices and therefore might not have access to continuous power supply (Battery powered Embedded systems).

3. High power is generally expensive, leads to early wear and tear of processors and it is unfriendly to the environment.

NoCs can be broadly classified into two categories, the Application specific NoC and the Adaptive NoCs. The Application specific NoCs are design parametrised and are generally tailor made for a certain application or an application domain and fail in scenarios of hard-to-predict system behaviour and/or in situations where reliability is a concern [4].

On the other hand, adaptive NoCs are general purpose NoCs that can be used for a broad class of applications. The adaptive NoCs therefore have the ability to self adapt to changes in an application requirement, user behaviour, system constraints and/or reliability issues by, for instance, dynamically (re-)mapping a running application at runtime or changing other NoC properties like the buffer size and routing protocol at runtime.
## 2.5 Advantages of the Adaptive NoC over the Application-specific NoC:

The table below highlights the advantages of an adaptive NoC over Application Specific NoC:

<table>
<thead>
<tr>
<th></th>
<th>(Design-time) Application-specific NoC</th>
<th>(Runtime) Adaptive NoC</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Flexibility</strong></td>
<td>All the design related parameters, i.e. number of virtual channel, buffer depth are fixed at design time. No flexibility.</td>
<td>(-) All the design-related parameters may be configured at runtime to meet the requirements of the different tasks. Therefore, high flexibility. (+)</td>
</tr>
<tr>
<td><strong>Routing &amp; Mapping Algorithm</strong></td>
<td>Routing and mapping are static and performed offline, therefore they are only efficient in specific scenarios.</td>
<td>(-) Dynamic routing and runtime mapping are used. Therefore, may support varying workloads and/or constraints in systems. (+)</td>
</tr>
<tr>
<td><strong>Hardware Resources</strong></td>
<td>Hardware resources are allocated to each part of NoC at design time. Therefore, no resource multiplexing (lower resource utilization).</td>
<td>(-) Hardware resources may be shared and reused. Therefore, higher resource utilization and lower silicon area. (+)</td>
</tr>
<tr>
<td><strong>Efficiency</strong></td>
<td>Design-time decisions only cover certain efficiency scenarios and fail in efficiency when hard-to-predict system scenarios occur.</td>
<td>(-) The system may be adapted both at system-level as well as architecture-level during unpredicted scenarios. (+)</td>
</tr>
<tr>
<td><strong>Reliability</strong></td>
<td>Static design and therefore, may not be able to recover from faults.</td>
<td>(-) The system-level adaptation allows to move a complete task to another PE and therefore, may recover from faults. Architecture-level adaptation supports resource reuse to other parts. Higher resource utilization during faults. (+)</td>
</tr>
<tr>
<td><strong>Complexity of Control logic</strong></td>
<td>Simple implementation and the control management is easy to realise</td>
<td>(+) Increased complexity. The control requires additional hardware and consumes more power. Over-designed, hard-to-predict the initial hardware budget. (-)</td>
</tr>
</tbody>
</table>

Table 1: Advantages/disadvantages of the adaptive and the application-specific NoCs (symbol “(-)” stands for showing the disadvantages and “(+)” for showing the advantages) [4]
2.6 Power Management Policies and Methods

Various power management policies and methods have been proposed to reduce power consumption on NoC architecture to the possible minimum. Some of the methods are:

2.6.1 Reconfigurable buffers/routers:

In [9]; the authors propose a method which allows an increase in the buffer size through a borrowing/lending process of buffers among neighbouring routers. They show how a NoC built with reconfigurable routers allows the use of buffers with smaller depths having similar performance with the one obtained in a NoC using a fixed router with a large buffer depth. This in turn saves power, and improves energy usage in the NoC.

2.6.2 Multi-Mode Switch:

In [10]; the authors propose a multi-mode switch, the basic idea is that if they can predetermine the mode of switches from the normal mode to the lease-line mode or the off mode, it can save the power consumption by passing signals through lease lines or turning off the idle switches.

2.6.3 Dynamic Voltage scaling Closed-loop control concept:

The power management optimization problem is formulated and solved using a closed-loop control model with a combination of node and network centric power management approaches. Each communicating core has its local power manager that consists of an estimator and a controller. The estimator observes changes in the state of the local core, incoming traffic to the core (node-centric) and the special requests for power management coming from the other cores on the network (network-centric). Based on the changes detected, it recalculates the optimal control. The optimal controller selects the appropriate power and performance states of the local core [6].
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2.6.4 Voltage island Shut-down:

In many Systems on Chips (SoCs), the cores are clustered into islands. When cores in an island are unused, the entire island can be shutdown to reduce the leakage power consumption [10].

2.6.5 Reconfigurable Architecture:

Reconfigurable architecture that selects the best topology, switching policy and packet size at run time to best suit the running application. In essence you have a variable packet length, packet and circuit switching co-existing. Adaptive routing is also employed.

2.6.6 Reconfigurable Topology:

This are methods of power management achieved through re-mapping of cores. Remapping bring communicating cores closer and thereby shorten communication link length and reducing the number of buffers/routers crossed by packets between two communicating cores. The main contribution of this paper will be to propose an effective dynamic remapping algorithm to reduce power consumption on NoC. This is done by monitoring the NoC at run time and dynamically re-mapping the cores to reduce power consumption.

2.7 Why Dynamic Re-mapping:

Tasks are mapped onto the various cores on a MPSoC, different tasks/processes exhibit different communication requirements. Dynamically re-mapping the cores to bring frequently communicating core at runtime reduces the link length traversed by packets, the number of switches/routers are also reduced. In [14]; the authors found out that less switching favours low power consumption as switching of packets consumes energy.
Remapping cores to reduce distance between frequently communicating cores also reduces routing delays and the channel occupancy. Communication becomes faster and therefore energy consumed due to inter-IP communication is significantly reduced.

2.8 NoC Monitoring:

Run-time observability (Monitoring) is a prerequisite for runtime adaptivity (re-mapping) as it is providing necessary system information gathered on-the-fly [11].

A runtime observability infrastructure with small hardware and communication overheads would be more than compensated by the degree of freedom achieved using adaptation. The prime challenges for runtime observability are scalability, flexibility, non-intrusiveness, real-time capabilities and cost. For the monitoring components to be as non-intrusive as possible, they need to keep their interference with system execution (probe effects) at a minimum [11].

To achieve dynamic re-mapping or cores in a NoC architecture (OASIS in this case), a monitoring infrastructure is needed to facilitate run time observability. For the Oasis NoC what needs to be monitored is the communication between cores (frequency of communication). Each packet coming out of a core has information about its destination. This information (destination address of packets) is what needs to be monitored for all the packets coming out of all cores.

2.8.1 Network Probes Architecture.

The Network probes are small hardware modules that have the task of capturing destination address of packets and sending that information to a Central Monitoring Unit (CMU). The probes can be viewed as small switches through which packets cross. Of course the functionalities of the probes are minimal compared to that of switches.

The probes will have the following parts

1. Input port for incoming packets from switches
2. Input buffers to buffer incoming packets
3. Output port for outgoing packets

4. A cross bar switch that determines the destination address of each packet, the cross bar switch also has a packet sending mechanism with which it will send a packet (containing destination address of packets crossing the probe) to the CMU.

Figure 13: Probe Architecture.

To minimize traffic generated by the probes, only header flits will be analyzed and destination information contained in the header flits is added to the probe packet and forwarded to the CMU. The monitoring packet must be of a higher priority to allow it to pre-empt regular connections in the virtual channel buffers (VCB). When using only two priorities, one for regular traffic and one for monitoring traffic, a packet’s priority requires a one-bit field in the header flit.
Figure 14: A 2x2 OASIS NoC with 4 cores 4 switches (S) and 4 probes (P).
Chapter III

3.0 Application Mapping:

Each Application that runs on Multiprocessor System on chip (MPSoC) can be partitioned into different tasks. This tasks in turn are assigned to the different processors on the MPSoC, this is called Application Mapping and it can be done using Task graph. Task graphs are graphs that show the relationship and sequence of execution between different tasks of an application.

The author of [15] summarized mapping as a problem of “determining how to map an application onto the NoC platform, while certain metrics of interest (energy, performance, etc.) are optimized. Depending on the flexibility of the given NoC platform, the mapping problem may have different flavours [21]. More precisely, given an application task graph, already selected IP cores for each task, the problem is to determine the topological mapping of the IP cores (also the tasks) onto proved to be NP-hard[15].

The author in [15] went ahead to further discuss application mapping in general and also discussed other factors affecting application mapping (routing strategy, and also scheduling policy). He also observed that most papers address both mapping and routing problems together and also states that the problem size of application mapping is too large if putting the three matters together to solve.

The following observations were also made is [15] “ Hu et al solve the problem of mapping a group of applications (denoted by task graphs) onto a regular NoC architecture, as well as the selection of the communication routing paths based on the mapping, with the constraint of runtime performance of the applications, and the objective of optimized energy consumption [22].
The problem is solved by branch-and-bound approach: try all possible positions of mapping a task and evaluate the energy cost on the way. The state space explosion problem is solved by limiting the length of the entry queue for possible mappings.

Manolache et al address the communication mapping problem in [23] and propose a fault and energy-aware mapping strategy that provide guaranteed latency and packet delivery probability, and minimized energy at the same time. The guaranteed packet delivery is achieved by distributing redundant copies. The number of copies and the routing paths are carefully selected according to the system requirement and the energy consumption analysis. Two metrics are defined to quantify the packet delivery probability and energy consumption. The algorithm is designed based on the greedy principle.

Lei et al propose an application mapping technique to minimize the overall execution time of the application in [24]. The approach uses a 2-step genetic algorithm for application mapping and uses as-soon-as-possible (ASAP) or as-late-as-possible (ALAP) heuristics for application scheduling. The system delay is addressed by the running time of the critical path, and it is optimized by two steps: network assignment and application mapping. The authors design a genetic algorithm to solve each problem respectively. This paper specially addresses the problem of network assignment, which is not advised in this report.

There are some other researches focusing on application mapping. Ykman-Couvreur et al propose a static mapping algorithm that is combined with run-time management consideration [25]. Li et al propose a software pipelining model to improve software mapping flexibility and execution efficiency [26].”

How mapping of the application onto the hardware platform is done is important for the end result. The ideal application mapping should minimize memory usage, processing requirements, communication, and power consumption to a global optimum for the application. Mapping is a known NP-hard problem so there is little hope to find the optimum solution for other than the smallest problems [27].
The problem can be formulated as follows. Given a platform with processing elements $E$, a set of tasks $T$, and a communication graph $C$, find a mapping $M$ that fulfils the constraints.

$$M = Fmap \ (E, T, C) \quad (3.0)$$

The mapping function $Fmap$ must be somewhat tailored to the application area for near optimal results as stated above. The result of the mapping is basically a set of tuples ($<E_i, T_j>$) that describes which task(s) go on which processing element.

**Definition 1:** An application Task Graph (TG) is a directed graph $G = (T, F)$ where $T$ is the set of all tasks (computational module), $t_i \in T$ describing a task and $f_{i,j} \in F$ represents the data transmission from task $t_i$ to $t_j$. Each $f_{i,j}$ has associated a value $V(f_{i,j})$ describing the communication volume in bits transmitted between the tasks $t_i$ and $t_j$.

Moreover, each $t_i$ may be annotated with several other information, e.g. execution time on different types of processing elements, energy consumption depending on the type of the processing elements, task deadline, etc. The task graph set $G$ is the set of all task graphs $G_k$ [4].

**Definition 2:** The application mapping function is a function $M_Pt : G \rightarrow PN$ which maps an application onto the physical NoC network either at design time for the application-specific NoC or at runtime for the adaptive NoC. The function changes in discrete time intervals [4].

### 3.1 Static Mapping:

According to [24] A mapping is called static if the resource on which it is going to be executed is decided before its execution and is not changed thereafter. Static mapping is the mapping done at design time. It is the default mapping with which the MPSoC initially executes the different tasks of application. All mapping algorithms are aimed at bringing frequently communicating cores as close as possible so as to reduce the communication overhead.
But due to different communication demands by different applications, static mapping is unable to capture all the communication characteristics of the many application that could be executed on today's MPSoC.

With the above shortcomings of static mapping, it is therefore important to propose a monitoring infrastructure that can observe the communication requirements of an application at runtime and an algorithm that will dynamically re-map the cores to reduce communication overhead and ultimately reduce power dissipated due to communication on the NoC.

Figure 14: Application Mapping
3.2 Dynamic Mapping:

A mapping is called dynamic if the placement of task could be changed during execution of the application [24]. The Dynamic Mapping is the mapping done at run time, this targets the adaptive NoCs. As mentioned before, different applications exhibit different communication demands at runtime, this makes applications behaviour hard to predict before they are actually executed on SoCs. It is therefore important to have a way of mapping the cores at runtime.

Applications running in heterogeneous MCSOcs, as multimedia and networking, normally contain a dynamic workload of tasks. This implies a varying number of tasks simultaneously running, with their number possibly exceeding the available resources. This may require the execution of task mapping at run time, to meet real-time constraints [32].

Task migration has also been used in heterogeneous MPSoCs to optimize the performance at run-time. Task migration relocates tasks either when a performance bottleneck is detected or to distribute the work-load more homogeneously among the MPSoC processors. Differently from task migration, dynamic mapping can insert new tasks into the system at run time [32].

3.3 Dynamic Remapping Algorithm:

The dynamic remapping algorithm which is the main contribution of my thesis is aided by a monitoring infrastructure. The monitoring infrastructure make use of monitoring probes (which was discussed in the previous chapter). The monitoring probes which are attached to switches (in Our OASIS NoC) gather information about packet destination and sent to the central monitoring unit (CMU).
In the CMU, the Lookup table (LUT) is populated with traffic information monitored by the probes. To discuss the Dynamic remapping algorithm proposed in this thesis work, I will first go over the look up table (LUT) in the Central monitoring unit. An example of the LUT is shown below:

<table>
<thead>
<tr>
<th>Cores</th>
<th>Core Address</th>
<th>Recipients</th>
<th>Total packets sent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cor 1</td>
<td>0,0</td>
<td>Core 1</td>
<td>Core 2</td>
</tr>
<tr>
<td>Cor 2</td>
<td>0,1</td>
<td>Core 1</td>
<td>Core 2</td>
</tr>
<tr>
<td>Cor 3</td>
<td>1,0</td>
<td>Core 1</td>
<td>Core 2</td>
</tr>
<tr>
<td>......</td>
<td>......</td>
<td>......</td>
<td>......</td>
</tr>
<tr>
<td>Cor n</td>
<td>......</td>
<td>Core 1</td>
<td>Core 2</td>
</tr>
</tbody>
</table>

Table 2: Look up table

The first column (Cores) shows all the IP cores connected in a MPSoC. The second column (Core address) shows the address of each core on a mesh/torus/folded torus topology. The third column shows all other cores communicating with the core in the first column, it also shows the number of packets that are sent from the core in the first column to these recipient cores (* indicates self). The last column (total packets sent) shows the total number of packets that have been sent by the core in the first column.
The above LUT can also be represented in terms of communication weighted model (CWM).

Definition 3: A communication weighted graph (CWG) is a directed graph \( <C, W> \). The set of vertices \( C = \{c_1, c_2, ..., cn\} \) represents the set of cores in one application. Assuming \( w_{ab} \) is the number of bits of all packets sent from a core \( ca \) to a core \( cb \), then the set of edges \( W \) is \( \{(ca, cb) | ca, cb \in C \text{ and } w_{ab} \neq 0\} \), and each edge is labeled with the value \( w_{ab} \). \( W \) represents all communications between application cores, while \( CWG \) reveals information of application relative communication volume. [12]

3.2.1 The Algorithm:

1. Let \( C = \{c_1, c_2, c_3, ......., cn\} \) be the set of all cores.
2. Let \( w_{ab} \) be the communication volume between core \( a \) and core \( b \) and \( W \) be a set of all communication volumes such that \( W = \{(ca, cb) | ca, cb \in C \text{ and } w_{ab} \neq 0\} \).
3. Let \( N = \{Na, Nb, Ne, ...., Nn\} \) be the total number of packets sent by core \( a, b, c, .... \text{ and n} \) respectively.
4. Select a core \( ci \) such that \( ci \) has an \( Ni \) greater than all other cores. This core is now the root core and the root of the task graph.
5. Repeatedly select a core \( ci \) from \( C \) which has the highest \( w \) (communication volume) with the root and make it a neighbour of the root.
6. Repeat step 5 for all the neighbours of the root until no core remains. The system will remain with this current mapping for a particular time period \( t \).
7. After the time period \( t \) has elapsed, the LUT is checked to see if the core with the highest \( Ni \) has changed,
   1. if it has changed, a new root is selected
      1. if the most frequently communicating cores are already neighbours of the new root, then no remapping is done. Else step 4-6 are repeat to get a new mapping.
      2. Else if the root is still the same, then the system is not remapped.

Below is a flow chat of the above algorithm.
Figure 15: Flow chat of Dynamic remapping algorithm.
3.3.2 Algorithm Discussion:

The SoC based NoC will start with the default mapping. After an elapsed time:

1. The PE sending the highest number of packets is selected as a root PE.
2. All other PEs that receive packets most frequently from the root are placed as the neighbours of the root PE.
3. For each neighbour of the root PE, it will have PEs that it frequently communicates with as its own neighbours (this is not including PEs already considered).
4. Step 3 is repeated for all the Neighbours of the root PE until no PE is left.
5. The system (SoC Oasis in our case) will remain at this state until a PE (I will call it potential root) other than the root is sending more packets out than the root.
6. The CMU will now check the packets being sent out by the potential root, if the destination address of the packets are already neighbours of the potential root, then no re-mapping is done.
   
   Else if the potential root has a core it communicates with which is not its immediate neighbour then a re-mapping is done by selecting the neighbour of the potential root whose communicating frequency with the potential root is minimal or non at all and replace it with the core communicating with the potential root.
7. Hence the potential root now becomes the new root.
8. To avoid an unstable system that will require too much re-mapping. A time interval will be defined in which re-mapping is not done.
9. After the time period has elapsed, then the CMU will check the LUT to find out if there is any new potential root.
Chapter IV

4.0 Problem Statement:

Simply stated, for a given application, The objective is to decide on which tile should each IP core be mapped to, based on the communication volume of the IP core, such that the total energy consumption during communication is minimized. Effective re-mapping brings frequently communicating cores closer and reduces the number of links and routers crossed by packets.

4.1 Simulation Set up and Algorithm Implementation:

We assume the platform under consideration is a $n \times n$ mesh NoC. We further assume that minimum deterministic routing algorithm (XY-routing) is used to direct the packets across the network in the NoC. In addition, we assume that each IP-core has a probe monitoring the packets coming out of it. Base on the destination address of the header flit, the probe send a packet with that information to the Central monitoring unit (CMU). Under such an architecture, the $E_{bit}$ energy model as presented in Section 2.2 can be used to derive the energy consumption of the system analytically.

The first step is to run an application using the static mapping. Using Noxim [29] and worm_sim [30] which are two NoC simulators an application is executed. The total received packets, total received flits, global average delay (cycles), global average throughput (flits/cycle), throughput (flits/cycle/IP), Maximum delay (cycles) and Total energy (J) consumed are generated by the simulators.

The second step is to analytically apply the re-mapping algorithm to the statically mapped application, the resulting mapping is now used to re-map the application.
The third step is to execute the re-mapped application on the NoC simulators. The total received packets, total received flits, global average delay (cycles), global average throughput (flits/cycle), throughput (flits/cycle/IP), Maximum delay (cycles) and Total energy (J) consumed for the re-mapped application are also generated by the simulators.

The result of the two simulations for the static mapping and dynamic mapping are compared.

**4.2 Validation of Result and Performance Evaluation (Case Study):**

To validate the result of the simulations, I will use real examples. The NoC to be used is the OASIS NoC, I will implement a 3x3 OASIS NoC and initially use TGFF [31] a task graph generating tool to generate my tasks graph, this task graph is then mapped to IP cores statically. Then Using a hypothetical Lookup Table (LUT), I will use the proposed re-mapping algorithm to re-map the IP cores.

Next I will use the Ebit energy model as presented in Section 2.2 to show that when communicating cores are brought closer by dynamic remapping, the total energy consumed due to communication is significantly reduce.

The figure below is an example of a hypothetical Lookup table (LUT) in the CMU. The LUT is randomly generated. Using the data in this table, I will generate the corresponding communication weighted graph<CWG>. Subsequently I will map the cores according to the proposed re-mapping algorithm.
4.2.1 The Lookup Table:

<table>
<thead>
<tr>
<th>Cores</th>
<th>Address</th>
<th>Recipients Cores</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>0,0</td>
<td>Core 1</td>
<td>Core 2</td>
<td>Core 3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0,1</td>
<td>Core 1</td>
<td>Core 2</td>
<td>Core 3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0,2</td>
<td>Core 1</td>
<td>Core 2</td>
<td>Core 3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>12</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1,0</td>
<td>Core 1</td>
<td>Core 2</td>
<td>Core 3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>9</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1,1</td>
<td>Core 1</td>
<td>Core 2</td>
<td>Core 3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1,2</td>
<td>Core 1</td>
<td>Core 2</td>
<td>Core 3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2,0</td>
<td>Core 1</td>
<td>Core 2</td>
<td>Core 3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Core</td>
<td>Core 1</td>
<td>Core 2</td>
<td>Core 3</td>
</tr>
<tr>
<td>------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
</tr>
<tr>
<td>2,1</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2,2</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 3: An arbitrary Lookup table for 3x3 NoC Architecture.
4.2.2 Step 1 Selecting The Root:

Figure 16: Selecting the Root core (Based on the above LUT).
4.2.3 Step 2 Selecting Neighbours of the Root:

Figure 17: Step 1: Selecting the neighbour of the root core: based on the above LUT.
4.2.4 Selecting Neighbours of the Neighbours:

Figure 18: Step 2: Selecting the neighbour of the root core: based on the above LUT.
Figure 19: Step 3: Selecting the neighbours of the root core: based on the above LUT.
Figure 20: Step 4: Selecting the neighbour of the Root core: based on the above LUT.
The energy model described in section 2.2 is based on the number of switches crossed by data packets from source to destination ($nhops$), the energy consumed in the switches ($ERbit$) and the energy consumed by the number of interconnecting links ($Elbit$) from source to destination.

\[ ti,tj \]

\[ Ebit = nhops \times ERbit + (nhops - 1) \times Elbit \]

It is clearly visible that due to dynamic re-mapping, this three factors ($nhops, ERbit, Elbit$) that contribute to energy consumption on the NoC are reduce to the minimum among frequently communicating cores. This can also be seen from simulation results (Noxim) that show improvements in the global average delay (cycles), global average throughput (flits/cycle), throughput (flits/cycle/IP), Maximum delay (cycles) and Total energy (J) consumed when the re-mapping algorithm is used to simulate an application.

<table>
<thead>
<tr>
<th>Before Dynamic Remapping of Cores</th>
<th>After Dynamic Remapping Cores</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total energy (J): 1.47477e-05</td>
<td>Total energy (J): 1.10477e-05</td>
</tr>
<tr>
<td>Total received packets: 1424</td>
<td>Total received packets: 1724</td>
</tr>
<tr>
<td>Total received flits: 8475</td>
<td>Total received flits: 10,475</td>
</tr>
<tr>
<td>Global average throughput (flits/cycle): 0.0629742</td>
<td>Global average throughput (flits/cycle): 0.0929742</td>
</tr>
<tr>
<td>Throughput (flits/cycle/IP): 0.0588542</td>
<td>Throughput (flits/cycle/IP): 0.0888542</td>
</tr>
<tr>
<td>Max delay (cycles): 72</td>
<td>Max delay (cycles): 51</td>
</tr>
</tbody>
</table>

Table 4: Noxim Simulation results for cores before and after remapping.
4.3 Conclusion and Future Work:

Research has shown that significant amount of energy is consumed by the communication infrastructure: The NoC. But with the algorithm presented, the amount of energy consumed on the NoC can be significantly reduced. A comprehensive analysis and comparison with other low power techniques in NoC is needed to show that the re-mapping algorithm proposed above provides a better power reduction mechanism.

After using the re-mapping algorithm, it can be established that the link length between frequently communicating cores has been reduced, the number of buffers crossed from source to destination is also reduced. Reduced switching requirements in switches due to decrease in the number of switches crossed is also achieved.

It can also be concluded that the extra area consumed by the monitoring probes is negligible compared to the flexibility and performance improvement that is achieved. The Algorithm proposed is based on a reconfigurable architecture and therefore targets reconfigurable devices like the FPGA board, therefore a reconfigurable device will be targeted to implement the algorithm, this will entail developing the following:

1. A soft-core processor to implement the LUT and re-mapping algorithm (the CMU).
2. Monitoring probes that can be added to a NoC and connected to the CMU.

The re-mapping algorithm performs better with an average number of cores, this is because communication increases with increase in the number of cores. But when the number of cores is really high, there is a huge overhead associated with re-mapping the entire cores at runtime, this overhead can be alleviated by grouping cores into clusters. In the future, the algorithm should take into consideration cores in a cluster, re-mapping should be done for a particular cluster, this is in an effort to reduce the overhead of dynamically remapping large number of cores at runtime.
Appendix

**Noxim:**

Noxim is a Network-on-Chip Simulator developed at the University of Catania (Italy) using C++ and SystemC. Noxim has a command line interface for defining several parameters of a NoC. In particular the user can customize the network size, buffer size, packet size distribution, routing algorithm, selection strategy, packet injection rate, traffic time distribution, traffic pattern, hot-spot traffic distribution.

The simulator allows NoC evaluation in terms of throughput, delay and power consumption. This information is delivered to the user both in terms of average and per-communication results. In detail, the user is allowed to collect different evaluation metrics including the total number of received packets/flits, global average throughput, max/min global delay, total energy consumption, per-communications delay/throughput/energy etc.

**Worm_sim:**

Worm_sim is a cycle-accurate simulator which was developed from scratch in C++ using standard template library. Worm_sim is written with flexibility and modularity in mind. It can be used to simulate a wide range of NoC architectures (e.g. NoCs with different topologies and different routing algorithms, etc.), using user controllable performance parameters (e.g. channel buffer size, routing engine delay, crossbar arbitration delay, etc.). Moreover, due to the flexibility of worm_sim, it can be easily extended to simulate NoCs which worm_sim does not support at the current stage.

Worm_sim's built-in traffic generator allow users to simulate the system under several popular traffic patterns, such as uniform traffic pattern, hot spot traffic pattern, transpose traffic pattern, etc. Worm_sim also provides an efficient way to allow user specify arbitrary traffic condition for the NoC under simulation. More precisely, user has the control over the packet generating rate at individual IP node, the size of the packet and its distribution, etc.
Worm_sim allows user to attach a trace file for each individual IP node, so that the system under simulation can mimic the exact traffic condition of realistic applications by reusing the trace files retrieved from those applications.

**TGFF:**

Task graphs for free (TGFF) was designed to provide a flexible and standard way of generating pseudo-random task-graphs for use in scheduling and allocation research. This includes the areas of embedded systems, hardware/software co-design, operating systems (both real-time and general-purpose), parallel or distributed hardware or software studies, flow-shop scheduling, as well as any other area which requires problem instances consisting of partially-ordered or directed acyclic graphs (DAGs) of tasks, i.e. task graphs.
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