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Abstract: The problem of accent recognition has received a lot of attention with the development of
Automatic Speech Recognition (ASR) systems. The crux of the problem is that conventional acoustic
language models adapted to fit standard language corpora are unable to satisfy the recognition
requirements for accented speech. In this research, we contribute to the accent recognition task for
a group of up to nine European accents in English and try to provide some evidence in favor of
specific hyperparameter choices for neural network models together with the search for the best
input speech signal parameters to ameliorate the baseline accent recognition accuracy. Specifically,
we used a CNN-based model trained on the audio features extracted from the Speech Accent Archive
dataset, which is a crowd-sourced collection of accented speech recordings. We show that harnessing
time–frequency and energy features (such as spectrogram, chromogram, spectral centroid, spectral
rolloff, and fundamental frequency) to the Mel-frequency cepstral coefficients (MFCC) may increase
the accuracy of the accent classification compared to the conventional feature sets of MFCC and/or
raw spectrograms. Our experiments demonstrate that the most impact is brought about by amplitude
mel-spectrograms on a linear scale fed into the model. Amplitude mel-spectrograms on a linear scale,
which are the correlates of the audio signal energy, allow to produce state-of-the-art classification
results and brings the recognition accuracy for English with Germanic, Romance and Slavic accents
ranged from 0.964 to 0.987; thus, outperforming existing models of classifying accents which use the
Speech Accent Archive. We also investigated how the speech rhythm affects the recognition accuracy.
Based on our preliminary experiments, we used the audio recordings in their original form (i.e., with
all the pauses preserved) for other accent classification experiments.

Keywords: NLP; automatic accent identification; convolutional neural networks (CNN); Mel-frequency
cepstral coefficients (MFCC); amplitude mel-spectrogram; crowd-sourced data collection

MSC: 68T07; 68T10; 68T50

1. Introduction

Speech features associated with distinctive ways of pronunciation connected to the
speaker’s gender, age, family, social class, geographic location, and mother tongue are
instantiated in the form of different language accents. Specifically, foreign accents can be
considered as a compound effect of contact between two L1 and L2 phonological systems,
where L1 is derived from the speaker’s native language, while L2 refers to the second
language [1]. As reported in [2], the accuracy of automatic speech recognition (ASR) word-
processing software can be high for native-speaking users but drops significantly for L2
speakers with advanced level proficiency, but accented speech. Accent-aware modeling
has been recently reported as an efficient approach to improve mispronunciation detection
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and diagnosis systems [3,4]. However, it is usually assumed that the information about
the accent of an utterance is known in both the training and testing phase, though, in real
life scenarios, the accent might be a priori unknown. Automatic foreign accent recognition
(i.e., detection of the speaker’s L1 based on L2 samples) can improve the robustness of
ASR-based software and computer-assisted pronunciation training (CAPT) systems. Accent
detection can contribute to overcoming the unwanted variability of speaker-independent
speech recognition models [5–7]. Conventional acoustic language models adapted to fit the
standard language corpus are unable to satisfy the recognition requirements for accented
speech. Solving the problem of accented speech recognition by adding more pronunciation
samples to the dataset used for training is inappropriate, since such an approach increases
the processing time and creates additional noise that degrades performance [8].

It is known that speakers with heavy accents tend to make more errors in terms of
standard L2 pronunciation. Experimental analysis has shown that this type of error makes
up a significant percentage of the total number of speech errors in L2 pronunciation. In
addition, speakers from regions with the same accent have been observed to have similar
trends in mispronunciation [9]. Therefore, for systems that aim to provide feedback on
L2 pronunciation, it makes sense to determine the speaker’s speech accent in L2. The
knowledge gained from accent classification can improve the overall performance of an
ASR system and make it more reliable; since, in the case of preliminary accent identification,
the speech recognizer can be further trained for a specific accent group [5,8,10].

Research shows accent detection can contribute to significant improvements in algo-
rithms, models, and interfaces of other human-centric systems, including but not limited to:

• Analysis and modeling of speakers’ variability in frame of speech recognition [9];
• Development of user interaction scenarios in video-games [11];
• Analysis of phonetic particularities and related personal behavior [12];
• Using accent-related information as components of biometric data [13];
• Mitigating accent influence in voice-control systems [14];
• Improving personalization of exercises and feedback in CAPT systems [2].

The remaining text is organized as follows. In Section 2, we describe the relevant
research works contributing to the solution of the accent recognition problem, along with
positioning our own work in the frame of the existing models. Section 3 introduces the
methodology including CNN construction, accent detection, feature selection, data collec-
tion, model parameter classification, and the tools we used. In Section 4, the experimental
results are presented across hyperparameter selection, regularization, and with respect to
different sets of audio signal features used by the CNN classifier. Section 5 reports the eval-
uation approach using standard information retrieval metrics including accuracy, precision,
recall, and F1. Section 6 discusses major experimental results and further possibilities for
improvement, as well as potential areas of application. In the Conclusion, we summarize
the major outcomes and findings of this work.

2. Scope of Research

In this part we delimit the accent groups we focus on, and analyze the existing models
for accent classifiers and the input speech signal parameters regularly used in related works.
We also extract the relevant research questions, such as inner model configuration, optimal
feature set and rhythm impact. Table 1 lists the papers which are the closest to the scope of
our study.
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Table 1. Retrospective summary of related works.

Paper, Year Feature Set Model Classes Accents Dataset

[15], 2022 Mel-spectrogram CNN 5 5 Kashmiri accents Custom

[16], 2021 SG CNN (LeNet) 5 DU, FR, JA, NS, PO IViE, Cambridge
English Corpus

[12], 2021 SG CNN 5 AR, FR, GE, IN, NS SAA

[5], 2020 MFCC, SG, CG, SC, SR CNN 5 AR, FR, NS, SP, ZH
3 AR, NS, ZH SAA

[17], 2020 MFCC CNN with attention
2 IN, NS

Custom4 IN
9 IN, NS

[18], 2020 MFCC Logistic Regression 3 HA, IG, YO Custom

[13], 2019 MFCC LSTM, RF 4 NS, SP Custom

[10], 2017 MFCC, LPCC FFNN 6 GA, IN, IT, JA, KO, NS Wildcat

[11], 2017 SG CNN (AlexNet) 3 NS, SP SAA

[19], 2017 MFCC GMM 3 ML Custom

[20], 2012 Mel-spectrogram
statistics FF-MLP 3 IN, MS, ZH Custom

[8], 2005 2nd and 3rd formants GMM 2 IN, NS Custom (SAA subset)

As a sub-task of speech and language recognition, accent detection algorithms are built
using the standard classification models and machine learning architectures including con-
volutional neural networks (CNN) [5,11,16,21], feedforward neural networks (FFNN) [10],
hidden Markov model (HMM) [13], k-nearest neighbor (KNN) model [22], Gaussian mix-
ture model (GMM) [23,24], long short-term memory (LSTM) and bidirectional LSTM
(bLSTM) [25,26], random forest, and support vector machine (SVM) [13,22,24,27,28].

Accent classification accuracy is significantly affected by the input feature selection.
As of 2021, the best experimental results have been achieved using mel-frequency cepstral
coefficients (MFCC), along with other types of input features including spectrogram (SG),
chromagram (CG), spectral centroid (SC), spectral rolloff (SR), and mel-weighted single
filtered frequency (SFF) spectrogram [5,28].

Particularly, Singh, Pillay, and Jembere [5] managed to achieve a maximum accuracy
of 53.92% while classifying five accents and 70.38% for three accents using mel-cepstral
coefficients, extracted from three-word audio segments. The authors used the Speech
Accent Archive dataset [29].

Based on the AlexNet architecture, Ensslin et al. [11] trained a tailored classification
on three accents using 227 × 227 spectrogram images as input features applied to the
same Speech Accent Archive dataset. The authors reported a CNN accuracy of 61% while
recognizing among three English accents—namely, British, American and Spanish. In [17],
Ahamad, Anand and Bhargava defined a list of requirements and collected a dataset
conforming to these requirements to test a number of different classifiers including MLP,
CNNs, and CNNs with an attention mechanism. Using MFCC as input features in CNNs
with an attention mechanism showed the best accuracy with up to 100% for two classes,
99.0% for four classes, and 99.5% for nine classes.

The highest average recognition accuracy was achieved with the combination of MFCC
and FFNN, thus, giving 91.43%, compared to 78.73% while combining LPCC and NN,
and 87.55%—for the case of combining MFCC and GMM [10]. Yusnita et al. [20] used a
feedforward multilayer perceptron (FF-MLP) consisting of two layers as a classifier, and
achieved a maximum recognition accuracy 99.01% while classifying among three accents
using their own dataset of audio recordings. As input features, the statistical parameters of
mel-spectrograms were used.
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In ASR, human speech can be described by various phonetic and prosodic features
that affect the perception of accent to varying degrees. Speech is a multi-layer structure
which can be analyzed at different levels, from sounds (phonemic sequences) up to melody
and rhythm. Meanwhile, the physical and acoustic features of the speech signal can be
considered as well. As we can see from the recent research works in Section 2, using MFCC
as input characteristics is one of the most common approaches in ASR solutions [5,10,13,17].
Specifically, in [5] the accuracy of accent classification was evaluated with the use of MFCC,
spectrogram, chromogram, spectral centroid, and spectral rolloff as input features. The
authors of [5] also suggested that further experiments are required to check the promising
case of combining MFCC with other types of available characteristics.

In this work, we test this hypothesis using MFCC in combination with other spectral
characteristics. Specifically, we investigated whether using time–frequency and energy
features (as recommended in [30]) could improve the automatic accent detection accuracy
when used jointly with MFCC as input features. We describe the experimental environment
and results, demonstrating that the greatest contribution to recognition is made by the
presence of stable time–frequency patterns of energy distribution, represented by amplitude
mel-spectrograms on a linear scale, which alone could be fed into the classification model
as mel-spectrogram captures all of the relevant pronunciation-specific details [31].

3. Materials, Methods and Tools

A standard approach used in ASR assumes that the CNN works with the inputs which
are in fact two-dimensional images representing the audio signal features [5]; thus, the
number of neurons at the CNN input layer is equal to the number of characteristics of each
feature vector [10]. The output value of the accent detection classifier is the probability
distribution vector which attributes the speech sample to a specific accent class (where the
classes correspond to the languages).

3.1. Adopting the CNN Model to Speech Signal Processing

Sound waves are complex non-stationary signals, which explains why the direct classi-
fication of sound recordings is rarely used. Selecting and extracting the best representation
of an acoustic signal is an important task in ASR design, since this decision significantly
affects the recognition quality and efficiency.

Accents can be understood as a composition of the phonemic and prosodic compo-
nents of pronunciation: sounds, linking, intonation, stress, rhythm, etc. Accent-sensitive
information could be obtained from the signal directly, but the more conventional way is
when a raw audio signal undergoes a specific time–frequency transformation to calculate
more sophisticated speech parameters, e.g., MFCC [5]. After the features are extracted,
machine learning methods perform accent classification [10,13,30]. Our methodology is
largely defined by the decisions which should be made in the course of all stages of auto-
matic accent detection and considers four main topics—dataset, feature selection, batch
normalization and machine learning model design.

3.2. Data Collection

All the experiments were made with speech samples from the Speech Accent Archive [29]
maintained by George Mason University. The Speech Accent Archive is a crowd-sourced
collection of speech recordings of the following text passage:

“Please call Stella. Ask her to bring these things with her from the store: Six spoons of
fresh snow peas, five thick slabs of blue cheese, and maybe a snack for her brother Bob. We
also need a small plastic snake and a big toy frog for the kids. She can scoop these things
into three red bags, and we will go meet her Wednesday at the train station.”

The archive contains meta-information about the demographic and linguistic back-
ground of speakers. In total, the archive contains 2982 samples (as of the last known update
at https://accent.gmu.edu/ accessed on 1 July 2022) recorded in more than 200 different
native languages. The accents were classified based on the native language of the speaker.

https://accent.gmu.edu/
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It is important to mention that the dataset from the Speech Accent Archive conforms
to the major ASR suitability requirements, namely:

• Speaker diversity assuring an adequate representation of different varieties of
pronunciation;

• Uniformity of material referring to the same content and context;
• Phonetic balance when individual phonemes do not occur too often;
• Presence of a semantic load of sentences avoiding semantic factors that might affect

pronunciation [17];
• Working with speech segments rather than independent words.

The latter aspect is extremely important since pronunciation patterns for words spoken
separately differ from phrasal patterns expressed in the the context of related speech
because of eventual assimilation (in which phonemes become similar to neighboring
phonemes) or elision (where phonemes are omitted).

3.2.1. Data Classes (L1 Languages)

We used a subset of 9 language groups. These groups were labeled according to L1 as
Germanic languages (English (EN), German (GE), Dutch (DU), Swedish (SW)), Romance
languages (Spanish (SP), Italian (IT), French (FR)) and Slavic languages (Polish (PO),
Russian (RU)). The distribution of available recordings during the experimental period
according to L1 classes was as shown in Figure 1.

DU EN FR GE IT PO RU SP SW
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Figure 1. Distribution of audio recordings by classes (during experimental period).

Uneven distribution of recordings belonging to the different classes might deteriorate
the accuracy of recognition for classes represented with fewer examples, thus, worsening
the quality of the classification in general. On the other hand, using all the available
examples belonging to the classes containing a much larger number of recordings might
lead to heavier computations without significant improvements in recognition accuracy.
Therefore, for larger groups, we limited the number of used samples by 80 recordings.

3.2.2. Preparing Audio Files for Recognition

The problem of speech signal recognition differs from the recognition of static images.
In speech recognition, the object of analysis is the dynamic process and not a static image
or pattern. Thus, a recognizable speech pattern is represented by feature vectors rather
than a single vector. Since the presence of an accent is affected by many factors, people
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can have a hybridization of accents. Recognizing the accent at any point in time may be a
better solution than over the entire audio signal; that is why signal segmentation is used.
According to [5], classifying short segments of an audio file will more accurately classify
the speaker’s accent.

Thus, audio recordings with a sampling rate of 22,050 Hz were split into multiple
consecutive frames of 25 ms, each with an overlap of 10 ms based on the experimental
investigations discussed in Section 4.2.1.

The downside of using crowd-sourced datasets is that neither the recording environ-
ment nor the recording equipment is consistent between speakers, resulting in significant
sample noise and differences in recording volume [17]. Therefore, in order to reduce the
differences between audio recordings in the form of linear distortions, before training
the model, the obtained data needed to be normalized within each audio recording, for
example, using z-normalization (using z-score):

x′ =
(x− µ)

σ
, (1)

where µ—mean value, σ—standard deviation.

3.2.3. Fragments of Silence

Table 2 reports our experiments on how the presence or absence of pauses in the
audio files affects the classification results. There is another important but contentious
aspect, namely, whether one needs to keep or remove the fragments of silence (pauses)
from the input to achieve the best recognition quality. To resolve this dilemma, we arranged
experiments for both approaches. For these preliminary investigations, we used a restricted
set of characteristics including 13 MFCCs and fundamental frequency F0 only.

Table 2. Comparing classifiers with preserved or removed fragments of silence.

Fragments of Silence

L1
Preserved Removed

Accuracy Error Accuracy Error

EN RU SP SW 0.71 0.83 0.70 0.84
FR IT SP 0.71 0.73 0.68 0.82

As we can see from Table 2, the presence of pauses can be a strong indicator of a foreign
accent. For Romance languages, the difference is more noticeable than for Germanic ones.
Therefore, we decided to keep the fragments of silence in audio recordings for the further
accent classification experiments. Thus, the audio files processed in all the subsequent
experiments were used in their original form, i.e., with all the pauses preserved.

3.3. Feature Selection

A common approach to speech signal processing is to use short-term analysis, as-
suming that the signal characteristics remain unchanged within a short time frame. Thus,
speech utterances were compared to the feature vectors, presumably differing in their
distribution with different speakers’ L1s. For speech signal analysis, the frame length
was near 10–30 ms, with an overlap between the frames equal to approximately half their
length [10]. The signal was split into 25 s fragments overlapping by 10 s.

Audio signal characteristics were extracted from the frames using an applicable feature
extraction method, such as constructing a compact representation of an audio signal using
a set of mel-frequency cepstral coefficients (MFCC), resulting from a cosine transformation
of the real logarithm of the short-term spectrum represented on a mel-frequency scale [30].
The latter is arguably based on the studies of the ability of the human ear to perceive sounds
at different frequencies [10].
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MFCC uses a spectrum capable reflecting a phoneme utterance, representing a curve
in the amplitude–frequency plane, which makes it applicable to speech recognition tasks [5].
To find MFCCs, the signal was divided into short frames, then a window function was used.
Discrete Fourier transform was performed giving a periodogram of the original signal.
Filters were applied to the periodogram, evenly spaced on the mel-axis, which yielded the
output in the form of a spectrogram. The spectrograms were then represented on a linear
or logarithmic scale. The last step in finding the MFCCs was to apply the discrete cosine
transform to decorrelate the resulting coefficients. Since the human ear perceives a limited
range of frequencies, ASR problems usually use the first few MFCCs as input features,
often limited to 13 MFCCs [5,17]. In our work, we used the same number of MFCCs (13).

Our feature set was formed on the base of amplitude mel-spectrograms on a linear
scale. The audio signal frequencies f were converted to mel-spectrograms M( f ), as follows:

M( f ) = 2595 log10(1 +
f

700
). (2)

Compared to logarithmic amplitude mel-spectrograms, power mel-spectrograms, and
SFF mel-spectrograms, linear amplitude mel-spectrograms performed better at classifying
accents. We experimented with mel-spectrograms with 32, 64 and 128 bands as input
features and discovered that the optimal balance between learning rate and recognition
accuracy can be achieved using mel-spectrograms with 64 bands (see Section 4 for details).

As suggested in [5], combining MFCC with additional features can contribute to
further improvements in recognition accuracy. In our work, we arranged a number of
representative experiments to verify this hypothesis. We experimented with six additional
features used to extend the MFCC-based model:

• Spectral centroid (SC) represents “center of mass” of the input sound, which formally
corresponds to the frequency at which the energy of the spectrum is concentrated:

Ct =
∑N

n=1 Mt[n] ∗ n

∑N
n=1 Mt[n]

, (3)

Mt[n] being the value of the frame signal spectrum t of the frequency interval n, Hz.
• Spectral rolloff (SR) is a measure of the asymmetry of the spectral shape of the signal.

It represents the frequency Rt, such as a given percentage (usually 85%) of the total
energy of the spectrum that lies below Rt. In order to calculate this value, one needs to
find the proportion of frames in the signal power spectrum, where a given percentage
of power falls on lower frequencies. Thus, the spectral rolloff is a frequency Rt such
as:

Rt

∑
n=1

Mt[n] = 0.85 ∗
N

∑
n=1

Mt[n], (4)

where Mt[n] is the value of the frame signal spectrum t of the frequency interval n,
Hz. This value is used to determine vocalized sounds in speech, since the unvoiced
sounds have a large proportion of the energy contained in the high frequency range of
the spectrum.

• Chromagram is usually a 12-dimensional feature vector representing the amount of
energy for each of the signal’s height classes (such as C, C#, D, D#, E, etc.).

• Zero Crossing (ZCR) represents the number of signal sign changes within a segment.
The ZCR feature can be helpful in describing the signal noisiness:

ZCR =
1

T − 1

T−1

∑
t=1

I I({St−1 < 0}, (5)
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where St is a signal of duration t, I I{X} is a characteristic function whose value is
equal to 1 if condition X is satisfied and 0, otherwise. For unvoiced speech, the ZCR
characteristic takes on higher values.

• Root mean square (RMS) is a standard measure representing the average signal strength:

xRMS =

√√√√ 1
N

N−1

∑
n=0
|x[n]|2. (6)

Calculating RMS directly from the audio recordings is faster because it does not
require calculating STFT. However, using a spectrogram can give a more accurate
representation of signal energy over time because its frames can be split into windows.
Since the characteristics of the signal can be stored in an external file in advance (before
training the model), decreasing the extraction time was not critical. That is why, in our
case, to improve the signal representation accuracy, RMS was calculated based on the
signal spectrogram.

• Fundamental frequency (F0) is the lowest frequency of the periodic signal. F0 is the
frequency at which a person’s vocal cords vibrate while producing the voiced sounds.
The fundamental frequency F0 carries a lot of information about the pitch of the voice
at any given time, and therefore, about the overall intonation of the speech. It has
been studied that F0 makes a significant contribution to the perception of foreign
accents [6], which is especially noticeable for Germanic and Romance languages [32].
An estimation of the fundamental frequency of the signal has been carried out using
the autocorrelation-based YIN algorithm [33]. According to this algorithm, initially, a
cumulative mean normalized difference function is computed for short overlapped
audio fragments. Then, the smallest lag giving the minimum of the normalized
difference function below the threshold is chosen as the period estimate of the signal.
Finally, the period estimate before converting to the corresponding frequency is refined
using parabolic interpolation. Since there is no upper limit to the frequency search
range for YIN, this algorithm is also suitable for higher voices. In addition, YIN is a
relatively simple algorithm that can be implemented efficiently with low latency, and
requires few parameters to be tuned.

To sum up, the first input feature set includes 30 audio descriptors, namely: 13 MFCCs,
12 chroma coefficients, SC, SR, ZCR, RMS and F0.

3.4. Batch Normalization

Training a deep neural network is a complex process involving the distribution of the
input data for each layer; changes in the parameters of the current layer impact subsequent
layers. Thus, small changes in network parameters are amplified as the network gets deeper.
This, in turn, slows down training because it requires a lower learning rate and careful
parameter initialization. This phenomenon is often called “intrinsic covariant shift” [34]. In
this case, covariance refers to feature values and the issue of possible internal covariant
shift may be resolved through batch normalization [35]. Batch normalization can improve
the performance of artificial neural networks, even in the presence of correlation between
input values, while being part of the model architecture and being performed in hidden
layers for each mini-batch during the training stage. The use of mini-batch is preferred
over separate input values at each training step. The mini-batch error gradient is:

1
m

m

∑
i=1

∂l(xi, Θ)

∂Θ
, (7)

where m is the size of the mini-batch, Θ is the error minimization function, and xi are the
dataset input values, the error gradient estimate for the entire dataset.

Covariant shift poses a problem in machine learning because the learning function
tries to fit the training data, and should the distribution of the test and training data differ,
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using the learning function may lead to erroneous results [36]. Commonly used machine
learning methods work well under the assumption that the input parameters in the test
and training samples belong to the same feature space and have the same distribution. In
this case, when the distribution changed, the underlying statistical models needed to be
rebuilt from scratch using the new training data [37].

3.5. Classification Model

The classification model for accent detection was built on CNNs used in [5]. The model
consisted of two convolution layers with ReLU activation function ReLU(x) = max(0, x),
where x was the value of the output neuron and two-dimensional filters. The first and
second convolution layers contained 32 and 64 blocks, respectively. After each convolution
layer, batch normalization and pooling were applied. The flat layer was followed by two
dense layers of direct propagation.

The first dense layer consisted of 128 neurons and had the ReLU activation function.
For the second layer, we set the number of neurons equal to the number of accents and
used the softmax activation function:

so f tmax(zi) =
ezi

∑C
j=1 ezj

, (8)

where zi is an element of the input vector of real numbers z, C is the number of classes.
The input of the model was a feature matrix extracted from audio signals.
Following the approach in [5], for the basic implementation of the model, the convo-

lution filters with size (3, 3) and pooling layers (2, 2) with a stride of 2 were selected. To
prevent overfitting, we used the dropout method with a variable probability of any neuron
turning to zero—depending on the type of input data, a value from 10 to 50% was used.
We used categorical cross-entropy as a loss function during training:

E = −
N

∑
i=0

C

∑
c=0

ŷi
(c) log10(y

(c)
i ), (9)

C is the number of classes, N is the number of elements in the dataset, ŷi ∈ R10 is the
expected probability distribution represented in vector form one-hot encode.

The earning loss function is minimized using the adaptive moment estimation (Adam)
algorithm [38], where the constant learning rate coefficient is 0.001, and the parameters β1
and β2 are 0.9 and 0.999, respectively.

The test data were about 25% in the case of using mel-spectrograms as input data, and
15% in other cases. Figure 2 draws the workflow.

As the tools for CNN modeling, training, implementation and visualization, we used
a number of standard Python libraries. In particular, the accent classifier was implemented
and trained using the Keras library, providing a high-level interface to the Tensorflow
computing platform. Librosa digital signal processing library was used for audio signal
processing and extraction of the input characteristics. The classification quality metrics
were calculated using the Scikit-learn package. Matplotlib library was used to visualize the
results of the experiments. The Comet.ml platform (https://www.comet.ml/ accessed on 8
August 2022) was used to present the results of network training, to build error matrices
(confusion matrices), as well as to save the statistics (the results obtained, the source code,
the set of hyperparameters used, the graphs plotted, etc.) on a remote server.

https://www.comet.ml/
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Figure 2. Classification process model. * N—number of recognition classes.

4. Experiments and Results

The first part of our experiments considered the architecture of CNN across hyper-
parameter selection, regularization and data augmentation. The second part was about
bringing together various acoustic features fed to the input layer of the CNN model to
improve accent recognition accuracy. All the experiments were performed for several
classes of European accents.

4.1. CNN Model Tuning and Data Augmentation

The kernels of CNN convolution layers are, in fact, convolution filters, where the
cross-correlation operation takes place. Kernel size refers to the width and height of the
filter mask. The most common filter sizes for convolution layers in machine learning
problems are (3, 3) and (5, 5).

Better overall training results often stem from using smaller filters, which require less
computational power and fewer backpropagation weights. However, it is important to
note that no single value is suitable for all models: filter sizes need to be optimized based
on the particular type of task.

Since neighboring pixels are highly correlated, pooling can be used to reduce the size
of the output data. The farther two pixels are from each other, the less correlated they are
expected to be. Thus, a larger step in the pooling layer leads to more information loss. The
standard pooling stride is (2, 2).

Different filter size configurations are used for different kinds of input features. The
basic model of the classifier uses the filters of size (3, 3) in convolution layers and (2, 2)
in pooling layers. Following the recommendations from [5], for a set of 30 characteristics
(described in Section 3.3, except for amplitude of mel-spectrograms), we used 2D filter
configurations for convolutional layers, as summarized in Table 3.

Table 3. Using different filter sizes for MFCC with additional features.

L1
Most Effective Settings Error Compared to Kernel Size = (3, 3) and Pool Size = (2, 2)

Kernel Size Pool Size MFCC 30 Attribute

PO RU (3, 3) (3, 3) −6% −4%
FR IT SP (5, 5) (3, 3) −8% −11%

DU EN GE SW (3, 3) (3, 3) +3% −13%
EN RU SP SW (3, 3) (3, 3) −11% −16%
EN GE IT PO (3, 3) (3, 3) −4% −9%

DU EN FR RU (5, 5) (3, 3) −5% -
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Using linear amplitude mel-spectrograms as the input for classifying among {FR, IT,
SP} accents, a number of filter configurations were tried. The length of the input feature
matrices used to represent the input data was 100. The learning process was stopped as
soon as the change in the recognition accuracy was less than 1% within 10 epochs. The
highest recognition accuracy and a relatively short model training time were achieved
when using the filters of size (3, 3), namely, 99.04%, both in convolution layers and in
pooling layers, as Table 4 shows.

Table 4. Results of using different filter sizes with mel-spectrograms.

French, Italian, Spanish (Romance Languages)

Kernel Size Pool Size Learning Time (mm:ss) Accuracy Error

(3, 3) (2, 2) 41:06 0.9889 0.0614
(3, 3) (3, 3) 20:01 0.9904 0.0261
(5, 5) (3, 3) 17:57 0.9852 0.0564
(7, 7) (3, 3) 26:14 0.9867 0.0468

Thus, filters of size (3, 3) in hidden layers are the most universal and optimal for the
considered CNN within the framework of ASR. The inclusion of additional features to
MFCC improves the quality of recognition for many sets of languages, which confirms the
hypothesis that improvements in ASR may result from combining MFCC with other types
of available characteristics.

During the data augmentation phase, we tested the cases with a maximum horizontal
shift of 5% and 10% for a subset of data, including the audio recordings for the foreign
accent group {RU, SP, SW} as well as the audio files without a foreign accent (EN). MFCC
was used as input data, as well as their alternate combinations with fundamental frequency
and spectral centroid. The results are presented in Table 5.

Table 5. Classification results at different shift percentages for a set of languages of different lan-
guage groups.

English, Spanish, Swedish, Russian (Mixed Group)

Maximum Horizontal Shift during Augmentation

Features 0.05 0.1

Accuracy Error Accuracy Error

MFCC 0.65 0.94 0.65 0.86
MFCC + F0 0.68 0.84 0.72 0.78

MFCC + spectral centroid 0.65 0.93 0.66 0.86

Based on these results, we hypothesized that increasing the percentage of data shift
may lead to higher recognition results. Given this assumption, we trained the classifier
on the data set of accents {FR, IT, SP}, to which augmentation was applied. The result in
Table 6 led us to conclude that the optimal accuracy/error value was reached when the
maximum percentage of horizontal shift during data augmentation is about 20%.
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Table 6. Classification results at different shift percentages for a set of Romance languages.

French, Italian, Spanish (Romance Languages)

Horizontal Shift Accuracy Error

0.05 0.75 0.62
0.1 0.75 0.59

0.15 0.74 0.62
0.2 0.77 0.55

0.25 0.75 0.58
0.3 0.76 0.58

4.2. Input Acoustic Feature Sets

Acoustic feature sets fed into the CNN model were examined from three vantage
points to obtain the feature set which yields the best recognition accuracy: input data
dimensionality, possible MFCC combinations with other acoustic features and the impact
of mel-spectrograms, which turned out to be the most accent-dependent, and thus, the
most eloquent input feature to improve classifier performance.

4.2.1. Dimension of Input

While working with speech signals, it is necessary to consider the patterns of change
in the characteristics describing these signals over time, since speech is viewed as a time-
dependent function. Thus, it is essential to consider the sequences of feature vectors rather
than a single one-dimensional vector.

The division of the input features into larger or smaller chunks may introduce bias.
Larger chunks can enable discovering longer speech patterns (more likely to be accent-
dependent), but the training set becomes smaller, and training on high-dimensional data
is naturally more computationally expensive (and therefore, slower). Selecting shorter
fragments allows using more input data, but can deteriorate the information captured
about the accent from a fragment of feature vectors.

To find the optimal size of the input feature matrices, a series of experiments were
arranged in which the feature vectors were grouped into blocks of size ranging between 30
and 500 vectors per block. Tables 7 and 8 list the results.

Table 7. Classification results with different sizes of input matrices for Slavic and Romance lan-
guages (MFCC).

Size of Feature Matrices Accuracy Error

Russian, Polish (Slavic Languages)

30 0.8075 0.4248
50 0.8315 0.3946
70 0.8151 0.4458

100 0.835 0.3828
150 0.8537 0.3573
200 0.8156 0.3956
300 0.8742 0.372
500 0.8065 0.4547

French, Italian, Spanish (Romance Languages)

30 0.6337 0.7862
50 0.6804 0.7346
70 0.6696 0.7371

100 0.7088 0.6652
150 0.7393 0.6238
200 0.7318 0.6699
300 0.7548 0.5748
500 0.7764 0.5607
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The experiments were performed using the sequences of vectors of mel-cepstral
coefficients as input features. The training stopped when the change in accuracy was at
least 0.5% for an interval of 20 epochs or when 300 epochs were reached among five accents,
and 170 epochs in other cases. The probability of a neuron reaching zero when using the
thinning method was 50%.

Table 8. Classification results for different sizes of input matrices for Germanic and mixed lan-
guages (MFCC).

Size of Feature Matrices Accuracy Error

English, German, Dutch, Swedish (Anglo-Saxon group)

30 0.6278 0.918
50 0.6646 0.8325
70 0.6473 0.8631

100 0.7012 0.7572
150 0.7101 0.8038
200 0.727 0.7033
300 0.735 0.7251
500 0.6866 0.8178

English, Spanish, German, Russian, French (Mixed group)

30 0.4674 1.3059
50 0.5162 1.2053
70 0.5409 1.1692

100 0.554 1.1555
150 0.583 1.1013
200 0.5874 1.1133
300 0.6095 1.0474
500 0.4302 1.6158

Tables 7 and 8 show that by modifying the dimension of input features and the
maximum percentage of horizontal image shift during data augmentation, it is possible to
increase classification accuracy by about 7% compared to [5] (60.95% against 53.92%) for
recognition among five accents. For classification among three accents, the highest accuracy
achieved is 77.64% against 70.38% reported in [5], and against about 61% reported in [11].
Figures 3–5 illustrate how the error and accuracy value change in the process of training
the classifier to distinguish among five classes.

The graphs show how an increase in the length of the input matrices to a certain value
leads to a decrease in the error value when testing the model. However, the change in
accuracy and error graphs becomes noisier due to a decreasing amount of input data. As
the number of input instances becomes too small, the classifier fails to sufficiently capture
accent-dependent patterns in speech.

From our experiments, we can conclude that increasing the size of input data blocks
to a certain value leads to an improvement in recognition accuracy, which can be seen in
Figures 6 and 7. However, increasing the size of the matrices is inversely proportional to
the number of input instances, which leads to the inability of the model to fully capture
accent-dependent patterns. For the Romance languages, the recognition accuracy increased
by increasing the number of input characteristics up to 300 per block. The noise, however,
also increased during the training with the extended matrices. For training the classification
of Slavic accents, the maximum accuracy was achieved with the length of input data blocks
equal to 150 feature vectors, 200 vectors for Germanic languages, and 300 vectors for the
mixed-language group.
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Figure 3. Variation of accuracy and error during classifier training: MFCC matrices with size 50 (EN,
FR, GE, RU, SP).

Figure 4. Variation of accuracy and error during classifier training: MFCC matrices with size 150 (EN,
FR, GE, RU, SP).

Figure 5. Variation of accuracy and error during classifier training: MFCC matrices with size 300 (EN,
FR, GE, RU, SP).



Mathematics 2022, 10, 2913 15 of 30

0 100 200 300 400 500
0.4

0.5

0.6

0.7

0.8

0.9

Size of Matrices

A
cc

ur
ac

y

FR IT SP
PO RU

DU EN GE SW
EN FR GE RU SP

Figure 6. Accuracy variation when changing the size of the input matrices of features.
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Figure 7. Error variation when changing the size of the input feature matrices.

Table 9 shows the results of an experiment performed on Romance accents using mel-
spectrograms as input, varying the number of mel-bands used to represent the spectrograms.

During the experiments, we used a dropout of 0.25. The size of the filters in the
convolution layers was (5, 5). The size in the pooling layers was (3, 3). The training was
stopped when the recognition accuracy ceased to change by at least 1% for ten epochs.

As can be seen in Table 9, mel-spectrograms, consisting of 64 frequency bands, proved
to be the most effective, and were chosen as input characteristics for recognition. Although
the use of 128-band mel-spectrograms can slightly increase the recognition accuracy, it
substantially increases the training time. Contrariwise, using mel-spectrograms consisting
of 32 mel-frequency bands is less computationally expensive but leads to a significant
increase in error.

Based on the experimental results summarized in Figures 3–5 and Table 9, we can
conclude that the optimal size of the input feature matrices is 75 vectors when using
amplitude mel-spectrograms on a linear scale.
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Table 9. Classification results for different sizes of input matrices for a set of Romance languages
(mel-spectrograms).

French, Italian, Spanish (Romance Languages)

Number of
Mel-Bands

Size of Input
Matrices

Training Time
(hh:mm:ss) Accuracy Error

32

30 00:11:06 0.8889 0.2837
50 00:13:10 0.9239 0.2004
75 00:13:20 0.9586 0.1216

100 00:14:53 0.9483 0.1539
150 00:12:16 0.9207 0.2347
200 00:15:03 0.8675 0.3186

64

30 00:28:55 0.9737 0.0858
50 00:19:48 0.9987 0.0406
75 00:19:16 0.9912 0.033

100 00:17:57 0.9852 0.0564
150 00:25:15 0.9877 0.0398
200 00:36:25 0.9593 0.1443

128 100 01:23:56 0.9985 0.0074
150 01:31:14 0.9832 0.0873

4.2.2. MFCC Combined with Additional Features

Now, let us consider the case of extending MFCC with a number of additional features,
as suggested in [5]. MFCC speech characteristics are widely used in accent detection
because they provide a compact yet informationally dense representation of an audio
signal, resulting in high-classification accuracy. In [5,30], it was suggested that the accuracy
can be further improved by adding additional information to MFCC. However, adding an
arbitrarily large number of input features would be detrimental, since excessive information
would slow down the classifier’s training process and increase the model overfit due to
the noise. Therefore, it is important to select a limited number of suitable representative
characteristics. Hence, in this work, we strived to discover such essential characteristics for
an MFCC extension that would positively affect classification accuracy while maintaining
the basic filter sizes in the hidden layers of the classifier. It is worth noting that our feature
selection does not contradict to Fisher criterion [39–41], though, in our work, we did not
use it explicitly.

The training was stopped when the training accuracy of 90% or 120 epochs was
reached for all accent sets, except for the case {EN, RU, SP, SW}, where the training process
terminated as soon as 350 epochs were reached. The results obtained are shown in Tables 10
and 11.

Obtained values of the testing error demonstrate that in half of the cases with filter
sizes (3, 3) in convolutional layers and (2, 2) in pooling layers, the accent-dependent patterns
captured are worse compared to only using MFCC as input characteristics of audio signals.

In the case of the accent group {EN, GE, IT, PO}, adding the fundamental frequency to
the mel-cepstral coefficients helped to increase the recognition accuracy by approximately
3%. For the set {EN, RU, SP, SW}, the most effective selection was to use all types of
additional characteristics. The increase in classification accuracy was approximately 3%
compared to the usage of MFCC alone.

Intonation makes a significant contribution to the recognition of a foreign accent.
Based on the fact that the F0 contour in most experiments did not improve the classification
results, we can conclude that a description of intonation was contained within MFCC.
When extracting MFCC, information about F0 was partially preserved due to the close
distance between the low-frequency channels of the mel-filters [42].
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Table 10. Classification results using different types of input features for Slavic and Romance accents.

Features Test Accuracy Test Error

Russian, Polish (Slavic Languages)
Threshold Accuracy—0.72

MFCC 0.84 0.37
MFCC + F0 0.83 0.4

MFCC + spectral centroid 0.85 0.39
MFCC + spectral decay 0.84 0.4
MFCC + chromogram 0.79 0.44

MFCC + ZCR 0.84 0.38
MFCC + RMS 0.83 0.41

All 0.81 0.41

French, Italian, Spanish (Romance Languages)
Threshold Accuracy—0.43

MFCC 0.75 0.6
MFCC + F0 0.69 0.71

MFCC + spectral centroid 0.67 0.73
MFCC + spectral decay 0.68 0.72
MFCC + chromogram 0.63 0.84

MFCC + ZCR 0.71 0.68
MFCC + RMS 0.7 0.7

All 0.66 0.8

Table 11. Classification results when using different types of input features for accents of mixed-
language groups.

Features Test Accuracy Test Error

English, Italian, German, Polish (Mixed group)
Threshold Accuracy—0.29

MFCC 0.62 1.00
MFCC + F0 0.65 0.88

MFCC + spectral centroid 0.61 0.94
MFCC + spectral decay 0.63 0.96
MFCC + chromogram Threshold not passed

MFCC + ZCR 0.64 0.9
MFCC + RMS 0.64 0.91

All 0.6 0.95

English, Spanish, Swedish, Russian (Mixed group)
Threshold Accuracy—0.33

MFCC 0.72 0.81
MFCC + F0 0.71 0.83

MFCC + spectral centroid 0.68 0.88
MFCC + spectral decay 0.68 0.93
MFCC + chromogram 0.68 0.92

MFCC + ZCR 0.68 0.85
MFCC + RMS 0.67 0.95

All 0.75 0.7

4.2.3. Mel-Spectograms

Linear scale mel-amplitude spectrograms extracted from the audio signals can also be
tried as the inputs of the classifier. At the same time, according to the previously established
optimal parameters of the classifier, the filters of size (3, 3) are used in both the convolution
and the pooling layers, while the size of the input feature matrices is 75 elements. The
number of epochs was limited to 60, while the learning process was stopped when the
change in recognition accuracy was less than 1% within ten epochs.
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We applied a dropout for different sets of accents to eliminate overfitting with values
ranging between 10% and 25%. Regularization is applied intermittently either to the training
or to the test set, to cope with model redundancy and inability to generalize the data.

Figure 8 shows accuracy and loss in the training model for the largest set of accents
used in the experiments. The graphs in dark blue and green show the accuracy of the
training and test data, while the graphs in pink and light blue show the training and
test data validation. The graphs for other combinations of accents can be found in the
Appendix A.1.

Figure 8. Accuracy and loss on training and test data during classifier training among the set of
accents DU, EN, FR, GE, IT, PO, RU, SP, SW.

By the end of the training, the model achieved similar accuracy and loss values for the
training and test data. For a smaller number of epochs compared to previous experiments,
it was possible to achieve a much smaller error and greater accuracy, which means that
using amplitude mel-spectrograms on a linear scale allowed the model to place broad
boundaries between classes. For reference, the average number of training epochs was
46, while the process took 37.18 s, performed using a mainstream 2021 laptop computer.
At the recognition stage among 9 accents, the process took 64.09 for 52 epochs using the
same hardware. Accuracy and loss values achieved while testing the resulting models for
classifying different sets of accents are presented in Table 12.

Table 12. Accuracy and loss for trained Accent Classification Models.

Accents Accuracy Loss

PO RU 0.987 0.039
FR IT SP 0.986 0.052

DU EN GE SW 0.982 0.075
EN RU SP SW 0.988 0.042
EN GE IT PO 0.985 0.053

DU EN FR RU 0.984 0.039
EN FR GE RU SP 0.978 0.071

DU EN FR GE RU SP 0.964 0.097
DU EN FR GE IT PO RU SP SW 0.986 0.044

Average 0.982 0.056
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Table 13 presents the achieved results against the works reviewed in Section 2.

Table 13. Comparison of existing solutions with the obtained results.

Source Classifier Number of Classes Recognized Precision
Accuracy of CNNs Trained on
Mel-Amplitude Spectrograms

on a Linear Scale

[17] CNN (with attention mechanism)
2 1.0 0.987
4 0.99 0.984
9 0.995 0.986

[11] CNN (AlexNet) 3 0.61 0.986
[8] GMM 2 0.862 0.987

[10] FFNN 6 0.914 0.964

[5] CNN 3 0.703 0.986
5 0.539 0.978

[20] FF-MLP 3 0.99 0.986

Amplitude mel-spectrograms on a linear scale showed high efficiency in recognizing
foreign accents in English speech. However, the results turned out to be slightly lower
compared to [17]. This may be due to heterogeneous audio recordings contained in the
Speech Accent Archive dataset, in contrast to the homogeneous dataset in [17], in which all
entries were made using the same equipment.

Compared to other solutions using Speech Accent Archive dataset—refs. [5,11] and
with [8] where the dataset was used, based on text from the Speech Accent Archive, the
implemented model achieved much better recognition accuracy by tuning hyperparameters,
dimensionality of input features, and selecting amplitude mel-spectrograms on a linear
scale as input features. The better recognition quality compared to [8] can be explained,
among other things, by the fact that the authors of [8] removed silence fragments from
audio recordings before extracting characteristics. During this research, we found that
pauses in speech have a positive effect on the ability to determine accents.

5. Evaluation

The quality of the CNN-based classifier can be evaluated by creating a confusion
matrix and connected standard IR metrics including overall accuracy, precision, recall
and F1.

The confusion matrix is a matrix C, where Ci,j is equal to the number of observations
that belong to class i and recognized as an object of class j. Such Ci,j, where i = j is the
number of observations where the object class was recognized correctly. The size of the
matrix C is N × N, where N is the number of classes.

Figure 9 shows the error matrix for the largest set of accents used in the experiments,
while the error matrices for other combinations of accents can be found in Appendix A.2.

Based on extracting the numbers of true positive TP, true negative TN, false positive
FP and false negative FN cases from the confusion matrix, the overall accuracy is as follows:

Accuracy =
TP + TN

TP + TN + FP + FN
=

∑N
i=0 Cii

∑N
i=0 ∑N

j=0 Cij
= 0.986 (10)

The standard precision, recall and F1 metrics are as follows:

Precision =
TP

TP + FP
(11)

Recall =
TP

TP + FN
(12)
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F1 = 2 ∗ Precision ∗ Recall
Precision + Recall

. (13)

Figure 9. Classification error matrix among accents set DU, EN, FR, GE, IT, PO, RU, SP, SW.

Table 14 lists the computed IR metrics for each of the accent class, as well as the integral
values across all the classes used in the experiments.

Table 14. Average values of precision, recall and F1.

Class Precision Recall F1

DU 0.985 0.965 0.975
EN 0.984 0.983 0.983
FR 0.98 0.984 0.982
GE 0.978 0.98 0.98
IT 0.997 0.973 0.987
PO 0.993 0.977 0.987
RU 0.983 0.98 0.983
SP 0.968 0.992 0.978
SW 0.987 0.97 0.977

Average 0.984 0.978 0.981

To sum up, the average precision, recall, and F1 values for the considered accent
classifier are 98.4%, 97.8%, and 98.1%, respectively. The resulting values show the good
classification quality for a classifier based on amplitude mel-spectrograms on a linear scale
while distinguishing among the nine classes.
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6. Discussion

As a major new contribution, this work proposes an accent classification CNN model
trained on amplitude mel-spectrograms on a linear scale. The model was applied to the
sparse data from the Speech Accent Archive, which is a crowd-sourced collection of speech
recordings. The sparsity of this dataset makes the implementation interesting with respect
to real-world practical implications of potential application.

The results of the experiments with classifications of up to nine accents demonstrated
that by the end of the training, the model is able to achieve similar accuracy and loss values
for the training and test data. Furthermore, using amplitude mel-spectrograms on a linear
scale allows the model to place broad boundaries between classes, as shown in Table 12.
Linear scale amplitude mel-spectrograms gave much better accuracy and loss results than
using MFCC alone or combined with additional features.

The accuracy of the model in the experiments ranged from 0.964 to 0.987 when working
with nine classes of accented speech in English. A similar result using mel-spectrogram
with the CNN model accent was achieved when discriminating among five accent classes
of spoken Kashmiri, showing an accuracy of 0.9866 [15].

Though the techniques and features used in our work are known in the speech process-
ing domain, extensive experiments involving their combination and the selection of optimal
parameters for CNN filters have not been reported so far in their application to the specific
problem of accent recognition. Compared to the reported solutions which use the same
dataset, the implemented model achieved better recognition accuracy with no additional
computational overhead by tuning hyperparameters and dimensionality of input features.
In particular, the better recognition quality compared to [8] can be explained by using the
model preserving silence fragments in the audio recording, which may correlate with the
specificity of speech traits depending on the speaker’s L1.

In connection to our project on developing a CAPT system involving speech prosody
evaluation and modeling [43,44], this article also enhances our understanding of how
intonation may impact accent recognition. Based on the fact that the F0 contour in most ex-
periments did not improve the classification results, we concluded that intonation features
are subsumed within MFCC. When extracting MFCC, information about F0 is partially pre-
served due to the close distance between the low-frequency channels of the mel-filters [42].

Accent recognition can also be one of the steps towards assessing the pronunciation
of a foreign language in general; therefore, automatic foreign accent recognition systems
can be used in computer-assisted pronunciation training systems. Successful accent iden-
tification can be one of features providing an opportunity for more instructive, better
personalized, and customized feedback to language learners according to their manner
of speaking [2,10] as speakers with the same accent have been observed to have similar
trends in mispronunciation [9]. Therefore, more accurate accent classifications can help
in improving the robustness of mispronunciation detection and diagnosis to mitigate the
adverse effects of accent variety for the benefits of CAPT systems [3,45].

7. Conclusions

Let us summarize the major results and findings of the current study:

1. Using additional audio signal information on time–frequency and energy features
(such as spectrogram, chromogram, spectral centroid, spectral rolloff, and fundamen-
tal frequency), mel-frequency cepstral coefficients (MFCC) are proven to increase the
accuracy of the accent classification compared to a conventional feature set based on
MFCC and raw spectrograms.

2. Amplitude mel-spectrograms on a linear scale (in contrast to logarithmic scale used
in most studies) appear more powerful in the accent classification task and make it
possible to produce state-of-the-art accent recognition accuracy, ranging from 0.964 to
0.987.

3. Reported accuracy has been achieved using heterogeneous sparse data from the
Speech Accent Archive, unlike the best reported experiments, where the datasets
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are prepared in standardized conditions using the same equipment. This outcome
addresses real life situations, with varying recording environments and tools.

4. Based on our experiments, we demonstrated that the pauses in speech have a positive
effect on the ability to determine accents. This is why they should not be eliminated
from the input, at least with respect to the accent classification process.

5. The experiments conducted enhanced our understanding of how intonation may
impact accent recognition. Based on the fact that the fundamental frequency contour
in most experiments did not improve the classification results, we concluded that
intonation features are subsumed within MFCC. To the best of our knowledge, the
problem of accent recognition in connection to the analysis of language prosody
features makes an important and additional novel contribution.

To sum up, the amplitude mel-spectrograms on a linear scale showed effectiveness in
solving the problem of determining the speech accent in a foreign language using a CNN-
based classifier, even when applied to sparse speech data from a crowd-sourced dataset.
Let us note that for the case of a crowd-sourced dataset, reaching an accuracy—which is
very close to the results of experiments with high-quality homogeneous data reported in
many reviewed works such as [15–17]—can be considered as a very good achievement,
particularly when it outperforms other models. Further studies may be helpful to expand
the number of recognition classes, using an intermediate classifier to determine the L1
language group of the speaker before classifying a particular accent and using a dataset
with a variety of spoken content.
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MFCC Mel-frequency Cepstral Coefficients
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SFF Single Filtered Frequency
SG Spectrogram
STFT Short-time Fourier Transform
SVM Support Vector Machine
SR Spectral Rolloff
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Appendix A. Model Assessment: Experimental Results in Details

Appendix A.1. Accuracy and Loss for Different Sets of Recognized Accents

Figures A1–A8 show accuracy and lost on training and test data for different combina-
tion of accents.

Figure A1. Accuracy and loss on training and test data during classifier training among the set of
accents PO, RU.

Figure A2. Accuracy and loss on training and test data during classifier training among the set of
accents FR, IT, SP.
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Figure A3. Accuracy and loss on training and test data during classifier training among the set of
accents DU, EN, GE, SW.

Figure A4. Accuracy and loss on training and test data during classifier training among the set of
accents EN, RU, SP, SW.

Figure A5. Accuracy and loss on training and test data during classifier training among the set of
accents EN, GE, IT, PO.
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Figure A6. Accuracy and loss on training and test data during classifier training among the set of
accents DU, EN, FR, RU.

Figure A7. Accuracy and loss on training and test data during classifier training among the set of
accents EN, FR, GE, RU, SP.

Figure A8. Accuracy and loss on training and test data during classifier training among the set of
accents DU, EN, FR, GE, RU, SP.
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Appendix A.2. Confusion Matrices for Different Sets of Recognized Accents

Figures A9–A16 show the error matrices obtained in the experiments corresponding
to different combinations of accents.

Figure A9. Classification error matrix among accents set PO, RU.

Figure A10. Classification error matrix among accents set FR, IT, SP.
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Figure A11. Classification error matrix among accents set DU, EN, GE, SW.

Figure A12. Classification error matrix among accents set EN, RU, SP, SW.

Figure A13. Classification error matrix among accents set EN, GE, IT, PO.
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Figure A14. Classification error matrix among accents set DU, EN, FR, RU.

Figure A15. Classification error matrix among accents set EN, FR, GE, RU, SP.

Figure A16. Classification error matrix among accents set DU, EN, FR, GE, RU, SP.
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