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SUMMARY In current HMM based speech recognition sys-
tems, it is difficult to supplement acoustic spectrum features with
additional information such as pitch, gender, articulator posi-
tions, etc. On the other hand, Bayesian Networks (BN) allow for
easy combination of different continuous as well as discrete fea-
tures by exploring conditional dependencies between them. How-
ever, the lack of efficient algorithms has limited their application
in continuous speech recognition. In this paper we propose new
acoustic model, where HMM are used for modeling of temporal
speech characteristics and state probability model is represented
by BN. In our experimental system based on HMM/BN model, in
addition to speech observation variable, state BN has two more
(hidden) variables representing noise type and SNR value. Eval-
uation results on AURORA2 database showed 36.4% word error
rate reduction for closed noise test which is comparable with
other much more complex systems utilizing effective adaptation
and noise robust methods.
key words: automatic speech recognition, bayesian networks,

acoustic modeling, hmm

1. Introduction

For many years, since the introduction of the HMM
for speech recognition [1], [2], observations conditional
distributions P (y|Q) for each state Q have been mod-
eled most often by mixture of parametric probability
density functions (pdf). Gaussian as well as Laplacian
pdfs are commonly used for this purpose. Later, a hy-
brid HMM/NN systems were proposed [3] where Neural
Networks (NN) are used to estimate HMM state likeli-
hoods given input observation. In most of the cases,
features extracted from speech spectrum form these
observations. However, research in speech recognition
has shown that using only these features is not enough
to achieve high system performance. Thus, many re-
searchers have tried to include additional features rep-
resenting some other knowledge into their HMM sys-
tems. For example, in [4] multi-space probability distri-
bution is proposed for modeling additional pitch infor-
mation. But, in almost all the cases, different approach
is taken depending on the properties of the additional
feature. There is no common, flexible enough frame-
work to deal with this problem.

Recently, the Bayesian Networks (BN) have at-
tracted researchers’ attention as an alternative to the
HMM. BN are well known and studied in Artificial
Intelligence research field, but in speech recognition,
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they are relatively new research topic. Bayesian Net-
works can model complex joint probability distributions
of many different (discrete and/or continuous) random
variables in well structured and easy to represent way.
Especially suitable for modeling temporal speech char-
acteristics are the Dynamic BN (DBN)[5]. In some of
the first reports on DBN in speech recognition, they
were used as word models in isolated word recognition
tasks [6], [7]. In these works, DBN are regarded as gen-
eralization of the HMM, which in addition to speech
spectral information can easily incorporate additional
knowledge, such as articulatory features, sub-band cor-
relation, speaking style, etc. In [8], acoustic features are
easily supplemented with pitch information within the
framework of DBN. Another advantage of the Bayesian
Networks is that additional features which are difficult
to estimate reliably during recognition may be left hid-
den, i.e. unobservable. Despite these attractive prop-
erties of BN, their application in speech recognition is
still limited to small, isolated word recognition tasks.
The reason is that existing algorithms for BN param-
eter learning and inference are not practically suitable
for continuous speech recognition (CSR) and especially
large vocabulary CSR tasks. Although, an extension
of the DBN word model allowing recognition of con-
tinuously spoken digits was reported in [9], increasing
task vocabulary even to a few hundred words would be
computationally prohibitive.

The method we are proposing in this paper aims
at utilizing advantages of both HMM and BN while be-
ing free from their drawbacks described above. In our
approach, HMM and BN are combined together in one
hybrid HMM/BN model. In this model, temporal char-
acteristics of speech signal are modeled by HMM state
transitions and the BN is used to model HMM state
distributions. There is a two level hierarchy in which
the BN is at the lower level and the HMM stays at the
top level. The advantage of this is that existing recog-
nition algorithms can be used without any modification
since this model behaves as a conventional HMM and
can be used to model both word and sub-word units
which is essential for large vocabulary systems.

This paper is organized as follows. Section 3 de-
scribes in detail our hybrid HMM/BN model and sev-
eral possible BN structures. In Sect.5, we show how
to include additional information about noise type and
noise SNR using HMM/BN framework and in Sect.6 we
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describe the evaluation of our system on AURORA2
task. Section 7 offers discussion about our approach
and some conclusions are drawn in Sect.8.

2. HMM based speech recognition

2.1 Background

The basic problem of speech recognition is to be able
to transcribe the sequence of words corresponding to
a spoken utterance. The statistical approach to this
problem is to find the most probable word sequence
given the acoustic data. Thus, we choose the word
sequence W = w1, w2, . . . , wm for which the probabil-
ity P (W |X) is maximum, where X = x1, x2, . . . , xT is
a sequence of data feature vectors extracted from the
acoustic signal. Direct estimation of this probability is
difficult, but using Bayes’ rule it can be expressed as†:

P (W |X) =
p(X |W )P (W )

p(X)
(1)

This divides the probability estimation into two
parts: acoustic modeling, where the data dependent
p(X |W )/p(X) is estimated††, and language modeling,
in which the prior probability of word sequence P (W )
is estimated. This allows us to treat acoustic modeling
and language modeling independently. When acoustic
modeling is based on HMM, then word sequence is rep-
resented by a particular sequence of HMMs. In small
vocabulary speech recognition tasks, one HMM model
is used per vocabulary word. However, for large vo-
cabularies sub-word unit HMM is adopted since word
level HMM models require very large training data
set. Commonly used sub-word units are phonemes, al-
though syllables or demisyllables are also often used.

Fig. 1 Three state left-to-right HMM model

†We use P to represent probability and p to represent
probability density

††If we use maximum likelihood criterion, then estimation
of the acoustic model reduces to estimating p(X|W ) as p(X)
is assumed equal across the models.

Fig.1 shows typical three state left-to-right HMM
model commonly used for phoneme representation.
Each state qi, i = 1, 2, 3 is associated with probability
distribution p(x|qi) which is usually modeled by mix-
ture of Gaussians. Temporal transitions from one state
to another are governed by probabilities P (qi|qj).

2.2 HMM training and recognition

Two different algorithms - the Baum-Welch and the
Viterbi algorithms, are used for the training of HMM’s
[10], [11]. In the first one, the probability of producing
an acoustic vector sequence is maximized, while the
Viterbi algorithm uses only the best path through the
model.

The Baum-Welch algorithm iteratively provides
HMM parameter estimates that maximize the likeli-
hood of the data p(X |M), where M represents param-
eter set of HMM [2], [10]. p(X |M) can be computed in
terms of joint state and data probability densities:

p(X |M) =
∑

qT

1
∈Q

p(X, qT
1 |M) (2)

where Q is the set of all possible state sequences. Direct
calculation of Eq.(2) is intractable, but it can be effec-
tively computed by so called forward αt(j) and back-
ward βt(i) variables:

αt(j) = p(xt
1, qj(t)|M) (3)

=

[

S
∑

i

αt−1(i)aij

]

p(xt|qj(t), M)

βt(i) = p(xT
t+1|qi(t), M) (4)

=

S
∑

j

aijp(xt+1|qj(t + 1), M)βt+1(j)

where aij = P (qj |qi, M) is the probability of transition
from state qi to state qj and S is the number of states.
Then,

p(X |M) =

S
∑

i

αt(i)βt(i) =

S
∑

i

αT (i) (5)

When the form of the state probability distribu-
tions p(x|q) is parametric, i.e. Gaussian (or Lapla-
cian), its parameters can be computed using forward-
backward variables.

The Viterbi algorithm[12] is also sometimes used
for training. In that case, the parameters are updated
so as to increase the probability of the most probable
path and p(X |M) is no longer maximized. An explicit
formulation of the Viterbi criterion is obtained by re-
placing all summations by a “max” operator. Thus,

pV it(X |M) = max
qT

1
∈Q

p(X, qT
1 |M) (6)
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and in correspondence to the forward variable αt(j)
new variable δt(i) is defined as:

δt(j) = max
q

t−1

1

p(xt
1, qj(t)|M) (7)

=
[

max
i

δt−1(i)aij

]

p(xt|qj(t), M)

and then,

pV it(X |M) = max
i

δT (i) (8)

The path associated with pV it(X |M), i.e. the optimal
state sequence, can be recovered by backtracking. Each
training vector xt is then uniquely associated (aligned)
with only one state. In this case, state probability dis-
tribution parameters can be estimated directly from the
data aligned to this state by Maximum Likelihood crite-
rion (or Expectation-Maximization algorithm for mix-
ture of distributions).

The Viterbi algorithm is the main tool for the
recognition task. It is much faster than the Baum-
Welch algorithm as it is a simplified version of the lat-
ter. The Viterbi algorithm essentially traces the min-
imum cost (or maximum probability) path through a
time-state lattice subject to the constraints imposed
by the acoustic and language models.

3. Speech recognition with Bayesian Networks

3.1 Definition

A Bayesian network represents a joint probability dis-
tribution of a set of random variables Z1, . . . , Zn and
is expressed by a directed acyclic graph (DAG) where
each node corresponds to unique variable and arcs be-
tween the nodes correspond to conditional dependen-
cies between variables. Depending on the type of vari-
ables (discrete or continuous) conditional probability
distributions can be represented by tables or mixture
of Gaussians. The immediate predecessors of a variable
Zi are called its parents and referred to as Pa(Zi). The
joint probability distribution is factored as:

P (Z1, . . . , Zn) =

n
∏

i=1

P (Zi|Pa(Zi)) (9)

Temporal processes (as speech) are modeled with a vari-
ant referred to as Dynamic Bayesian Network (DBN).
In DBN, a set of variables is associated with each
frame, the graph structure is repeated for all frames
and the conditional probabilities associated with anal-
ogous variables in different time frames are tied [13].

A representation of the standard HMM as a DBN
is shown in Fig. 2 where Qt is the state variable
and Yt is the continuous observation variable at time
t = 1, 2, 3, 4, . . .. Arcs between state instances repre-
sent HMM transition probabilities and arcs between
state and observation instances represent HMM state
conditional distributions.

Q Q Q Q

Y YY Y1 2 3 4

1 2 3 4
. . .

Fig. 2 Representation of HMM as DBN

3.2 Bayesian Network learning and inference

As for the HMM case, we are interested in BN param-
eter learning as well as in estimating the probability of
observation data. For both tasks, there exist a num-
ber of algorithms. The most simple algorithms apply
to tree-structured Bayesian networks with only discrete
variables [14], [15].

The observed variables values, also called evidence,
are partitioned into three sets - e+

i , e−i and e0
i , for each

variable Zi. The values for the variables which occur in
sub-trees below particular Zi form the e−i set. Those
which are above Zi form e+

i set and e0
i is the observed

value for Zi. If Zi is hidden variable, then e0
i = Ø.

Thus, union of the evidence sets e includes all observa-
tions. Joint probability of observations and Zi can be
factorized as:

P (e, Zi = j) =

P (e+
i , e−i , e0

i , Zi = j) = (10)

P (e−i , e0
i |Zi = j, e+

i )P (e+
i , Zi = j) = (11)

P (e−i , e0
i |Zi = j)P (e+

i , Zi = j) (12)

Eq.(12) follows from Eq.(11) because of BN property
(9). The two factors of Eq.(12) are known as λi(j) and
πi(j) and are key quantities of this procedure:

λi(j) = P (e−i , e0
i |Zi = j) (13)

πi(j) = P (e+
i , Zi = j) (14)

They are analogous to the βt(i) and αt(j) of the Baum-
Welch algorithm for the HMM. Also, the evidence sets
e+

i and e−i correspond to xt−1
1 and xT

t+1 and e0
t corre-

sponds to xt. Computation of λ and π parameters is
done in two passes as well: bottom-up pass for λ’s and
top-down pass for π’s which correspond to the back-
ward β-recursion and forward α-recursion in HMM. It
follows from the above definitions that for every vari-
able Zi,

P (e) =
∑

j

P (e, Zi = j) =
∑

j

λi(j)πi(j) (15)

P (Zi = j|e) =
P (e, Zi = j)

P (e)
=

λi(j)πi(j)
∑

j λi(j)πi(j)
(16)
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The probability P (e)† corresponds to p(X |M) from
Eq.(5) and is the quantity we are interested in during
recognition. On the other hand, P (Zi = j|e) gives the
probability of any variable given the observation data,
which is especially useful if Zi is hidden. The inference
procedures for Bayesian networks are essentially iden-
tical to those for HMMs when the underlying graph is
a chain. However, when the graph is a real tree, the
two become different.

So far, the above procedure has been defined for
tree-structured BN. In order to apply it for dynamic BN
as of Fig.2, network structure is transformed into a tree
using “junction tree” (or JLO) algorithm [16], [17]. As
with HMMs, the cost of exact inference for DBNs, i.e.
calculation of Eqs.(15) and (16), scales with the square
of the number of hidden states and exponentially in the
number of state variables. Therefore, more complex
networks may become infeasible for exact inference. In
such cases, approximate inference algorithms can be
applied and they include variational algorithms [18] or
Monte Carlo sampling methods [19].

For BN parameter estimation, there exist number
of methods. For the simplest case, when all variables
are observable, maximum likelihood (ML) estimates
can be computed in closed form. In partially observed
case, i.e. when some variables are hidden, EM algo-
rithm can be applied [20]. In this case, sufficient statis-
tics for the E-step are calculated from the marginal pos-
terior probabilities using Eq.(16). It is apparent that
BN algorithms are analogous to HMM algorithms and
this relation has been explored in depth [21]. Learning
the structure (topology) of BN is a problem much more
complicated and is less well developed [22].

4. The hybrid HMM/BN model

4.1 HMM/BN model structure

We will introduce our hybrid HMM/BN model in sev-
eral steps. First, let’s consider the DBN from Fig.2 and
imaginary break arcs between state nodes. Then we
get multiple, independent BN as shown in Fig. 3 corre-
sponding to each time t. Next, if we let the time transi-
tions (broken arcs) be governed by conventional HMM,
and assign those BNs to appropriate HMM states we
can drop the time index and since all BNs have the same
structure we can represent them as single BN shown in
Fig. 4 where the variable Q takes values of state indexes
(qij) of all HMMs in the acoustic model and the state
probability distributions P (Y |Q = qij) are represented
by the arc.

In other words, we modified the conventional
HMM to have a BN as state distribution model in-

†To be more precise, we should refer to P (e) as P (e|M)
where M denotes BN parameter set, but we have dropped
this dependency for the sake of notational simplicity.

Q Q Q Q

Y YY Y1 2 3 4

1 2 3 4
. . .

Fig. 3 Multiple BN for each time t

Q

Y

Fig. 4 State BN

q q q1 2 3

State Bayesian Network

Fig. 5 HMM/BN model structure.

stead of mixture of Gaussians. This we call the hy-
brid HMM/BN model. Combining HMM and BN in
this manner makes the HMM/BN model hierarchical,
where BN is at the bottom level and HMM is at the
top level as shown in Fig. 5.

Note that, the state variable Q (Fig. 4) has become
observable for the BN, but at the upper HMM level it
is still hidden.

The state BN, can easily be extended to include
other random variables representing additional knowl-
edge. The graphical structure of the extended BN can
be imposed according to our knowledge of the relation-
ship between variables, rather than be learned from
data, which is not a trivial task. Some possible struc-
tures of extended sate BN are shown in Fig. 6. For
example, the variable X in this figure can represent
the environment noise type and the other W and Z

variables can represent speaker id and his/her native
language.

4.2 Comparison with the hybrid HMM/NN model

The hybrid HMM/BN model is analogous to the hy-
brid HMM/NN model [3], [23]. In both cases, HMM
is used to model temporal speech characteristics. The
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Q

Y

X

a) State BN with one additional discrete variable.

Q

Y

X

Z

W

b) State BN with more complex structure.

Fig. 6 Possible state BN structures.

difference is in the state probability distribution mod-
eling. In the HMM/NN model, it is modeled by Neural
network, while in our case it is modeled by Bayesian
network. The advantage of using BN is that it offers
much greater flexibility in modeling probabilistic de-
pendencies and combines both continuous and discrete
random variables (features) in simple and consistent
way. The hybrid HMM/NN model had gained popu-
larity in speech recognition community because of the
strong classification abilities of the NN which is natu-
rally trained in discriminative fashion and is better than
Maximum Likelihood (ML) trained Gaussian classifiers.
However, it has been found difficult to build context de-
pendent (triphone) model based on the HMM/NN, so it
has been used mainly in such systems where whole word
or monophone models are good enough. In contrast,
the HMM/BN model can be used instead of HMM in
every system since it behaves just like HMM and the
state BN can also be shared across the models in the
same way as in the tied state HMM systems.

4.3 Training and recognition with HMM/BN model

For HMM/BN model training, the same approach as
for HMM/NN training [24] can be adopted. It is
based on the Viterbi training algorithm introduced in
Sec. 2.2. First, we choose topologies of HMMs and
state Bayesian network. Then models are initialized
and Viterbi alignment is performed using bootstrap
recognizer. This gives a time-aligned state segmenta-
tion. The state segmentation is used to produce train-
ing data for the state Bayesian network which is then
trained as described in Sec. 3.2. In this Viterbi training
scheme, the temporal and static parts of the training
are separated. The process may be iterated, alternating

between BN training and re-estimating the transition
probabilities, which is an embedded training process.

When doing recognition with this HMM/BN
model, as in the case of conventional HMM, the usual
Viterbi decoding algorithm is used. Here, we need to
calculate the P (y|Q) for each state Q = qij where i is
the HMM index and j is the state index of the ith HMM.
We can infer this value from the BN probability model
using standard inference algorithms (like Eq.(15)).

For simple BN, as that of Fig. 6.a, even “brute
force” inference method is applicable. The joint proba-
bility model for this BN can be expressed by chain rule
as follows:

P (Y, X, Q) = P (Y |X, Q) ∗ P (X |Q) ∗ P (Q) (17)

and since X and Q are independent variables (there are
no arcs linking them), above equation can be rewritten
as:

P (Y, X, Q) = P (Y |X, Q) ∗ P (X) ∗ P (Q) (18)

Then, probability of interest P (Y |Q) is calculated by
marginalization over X :

P (Y |Q) =
P (Y, Q)

P (Q)
=

∑

x P (Y, X = x, Q)

P (Q)

=

∑

x P (Y |X = x, Q) ∗ P (X = x) ∗ P (Q)

P (Q)

=
∑

x

P (Y |X = x, Q) ∗ P (X = x) (19)

In many practical cases, we can assume that P (X) is
the same for all X = x and then Eq.(19) reduces to:

P (Y |Q) =
1

N(x)

∑

x

P (Y |X = x, Q) (20)

where N(x) is the number of values X can take.

5. HMM/BN model in noisy speech recogni-
tion system

When speech is contaminated by noise, speech feature
vectors change their distributions and this change de-
pends on the noise type as well as on the SNR value.
Therefore, we can express these dependencies with a
state BN of the type shown in Fig. 7.

Here, N and S are hidden discrete variables repre-
senting noise type and SNR value. In this case, the
state likelihood can be expressed analytically in the
same way as we derived Eq.(19). In most cases, prior
probabilities P (N) and P (S) can reasonably be as-
sumed equal for each type of noise and each SNR value
and then:

P (Y |Q) =
1

N(n, s)

∑

n,s

P (Y |N = n, S = s, Q) (21)



MARKOV and NAKAMURA: A HYBRID HMM/BN ACOUSTIC MODEL FOR ASR
443

Q

Y

NS

Fig. 7 State BN with noise and SNR variables

Above equation can be interpreted as an average of like-
lihoods from environment (noise and SNR pair) depen-
dent models which itself may not be new acoustic mod-
eling approach. However, we have to point out that in
this paper, Eq. (21) follows naturally from the state
BN structure of Fig. 7 and thus has can be explained
easily. Obviously, different BN topologies will result in
different state likelihood formulae (provided there is an
analytical solution to the BN inference problem) which
can be difficult to motivate otherwise.

HMM/BN based word models as well as sub-word
models are made in the same way as in the conventional
HMM case. Decoding also can be performed as in stan-
dard HMM based systems without any changes in the
decoder.

6. Evaluation on AURORA2 task

In these experiments, we followed closely the evaluation
scenario suggested by the official AURORA2 task [25].
The source speech for AURORA2 task is the TIdigits,
consisting of connected digits spoken by American En-
glish talkers. A selection of 8 different real-world noises
is added over a range of signal to noise ratios. Training
set consists of clean and noisy (multi-condition) data
from 4 different noises (train, babble, car, exhibition
hall) and 4 SNR values (20dB, 15dB, 10dB and 5dB).
As test data we used Test set A and Test set B. Test
set A contains the same noises as multi-condition train-
ing data, while Test set B contains 4 different noises.
In both test sets, in addition to the SNR values of the
training data noises are added at 0dB and -5dB as well.
There are 8440 training utterances and about 1000 ut-
terances per each test condition.

Of primary interest for us was to compare the
HMM/BN system with multi-condition trained HMM
system. Each word in the baseline HMM system is
modeled by 16 state HMM with 3 mixtures per state.
Only the silence model uses 3 states with 6 mixtures
each. Speech data are processed in standard manner
with 10ms frame rate and 25ms frame length. 12 MFCC
coefficients, power and their first and second deltas are
used as 39 dimensional feature vector. When train-
ing the HMM/BN state conditional distributions, we
divided the training data by noise type and by SNR
value and used HTK to train parameters (3 mixtures
per state) for each condition separately. All other sys-

tem parameters as feature vectors, word model state
number and experimental conditions are kept the same.
The main functional difference between the two systems
is that HMM/BN system explores the hidden depen-
dencies of speech features and noise.

Recognition results for test set A (same noise types
as in training data) and test set B (different noises) are
summarized in Table 1. As can be seen, the HMM/BN
system performance is much higher for the closed noise
condition test (A set) approaching the state-of-the-art
results for this task obtained by much more complex
systems. Especially big difference in performance is ob-
served for the low SNR conditions and, in average, the
relative improvement over the baseline HMM system
is 36.4%. As for the B set condition, there is degra-
dation of the performance. This can be explained by
the fact that no knowledge of dependencies for the new
noises is available to the HMM/BN system in addition
to the mismatch in the speech spectrum feature dis-
tributions. On the other hand, in the multi-condition
HMM system, state Gaussian mixtures clearly do not
model very well the complex distribution from multiple
noise and SNR conditions. However, this mismatch be-
tween data and model distributions has some smooth-
ing effect which increases the model abilities to gener-
alize over unseen data.

Table 1 HMM and HMM/BN systems performance (%)

SNR Test set A Test set B
HMM HMM/BN HMM HMM/BN

Clean 98.54 98.83 98.54 98.83
20 dB 97.52 98.12 96.96 97.26
15 dB 96.94 97.65 95.38 95.05
10 dB 94.59 96.04 92.58 90.27
5 dB 87.51 91.70 83.50 78.00
0 dB 59.84 76.11 58.91 48.70
-5 dB 23.46 35.79 23.86 3.18

Average∗ 87.29 91.92 85.46 81.85
∗ Calculated over values from 20dB to 0dB.

Another difference between the baseline HMM and
the hybrid HMM/BN model is that latter has 17 times
(4 noise types times 4 SNR values plus clean condition)
more parameters. In order to prove that the better
performance of the HMM/BN model on test set A is
not only due to increased number of parameters, we
trained HMM model with the same number of param-
eters by increasing the mixture number. The overall
average word accuracy rates of the three types of mod-
els is shown in Fig. 8 where the newly trained model is
denoted by HMM+.

This comparison clearly shows that the hybrid
HMM/BN model is still better than the HMM+ for
the known environments case which is due to better
modeling of the environment-observation dependency
which is learned explicitly. In contrast, the conven-
tional HMM learns it implicitly. This advantage comes,
however, at the expense of lesser generalization ability.
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Fig. 8 Comparison between baseline HMM, HMM/BN and
HMM+ with the same number of parameters as the hybrid
model.

7. Discussion

Obviously, the proposed hybrid HMM/BN model is ap-
plicable not only in noisy speech recognition systems,
but in many other cases, where performance can bene-
fit from additional observable or hidden features. The
number of possible state BN topologies is enormous
which results in very flexible modeling and better match
between models and data. System modeling capabil-
ities increase because of combining together features
from different spaces and exploring dependencies be-
tween them.

Simple state BN structures, as the one we used
in our experiments, allow for analytical solution to the
likelihood calculation problem and sometimes may lead
to known acoustic modeling approaches which are often
heuristically motivated. Conventional HMM is also a
special case of HMM/BN model with state BN topology
as of Fig. 4.

Especially interesting is the possibility to infer the
probabilities of the hidden variables of the state BN.
This way, HMM/BN system can be used for recogni-
tion of those additional parameters. For example, if an
additional hidden variable X represents language in a
multi-lingual system, we can calculate P (X |Q) for each
frame and accumulate these probabilities over the in-
put utterance. Then, x = argmaxx P (x|QS), where QS

is the best hypothesis state sequence, shows the most
probable language the utterance has been spoken in.
Thus, in addition to recognizing multi-lingual speech,
such system can perform language recognition as well.

8. Conclusion

We have proposed a method for combining HMM and
BN in a single model which benefits from strengths of
both HMM and BN. The hybrid HMM/BN model al-

lows for easy addition of other information in the speech
recognition systems increasing their performance at
minimal cost. Furthermore, HMM/BN model can rep-
resent sub-word phonetic units like the conventional
HMM. This way, it becomes possible to use the BN
framework in large vocabulary continuous speech recog-
nition. Experimental evaluation of the method in noisy
speech recognition task showed that adding noise type
and SNR values as additional parameters and explor-
ing dependency between them and the spectrum fea-
ture parameters resulted in 36.4% less errors in the
AURORA2 task.
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