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A considerable amount of effort has been made to reduce the physical manifestation of antisocial behaviour (ASB) in communities. However, the key to the early detection of ASB is, in many cases, in observing its manifestations in written language which has not been studied in detail. In this work, we search for linguistic features that pertain to ASB in order to use those features for the automatic identification of ASB in text. We use an ASB text corpus we have collected as a machine learning resource and approach the detection of ASB in text as a binary classification problem where discriminating features are taken from the linguistic representation of the text in the form bag-of-words and ontology-based emotion descriptors. Results from preliminary experiments show that by exploiting the emotional information together with Bag-of-Words (BoW) over 90% accuracy in the classification of ASB in text is reached. Our findings have positive implications in the early detection of potentially harmful behaviour.

Povzetek: "[Click here and Enter short Abstract in Slovene language]"

1 Introduction

Text mining allows for the automatic assessment of linguistic features from texts. Based on the analysis results, it is possible to analyse, for instance the topics that the texts deal with, as well as linguistic styles used in the texts. Language syntax and semantics are tools that are used to express thoughts, opinions, beliefs and emotions through words. The words used can reveal important aspects of someone’s social and psychological worlds [33]. Of interest to us, are words and linguistic features that express thoughts or feelings of harming another member of the community. In this paper, we analyse and discover the linguistic features that pertain to ASB based on machine learning (ML) and the antisocial behaviour (ASB) corpus we introduced in Munezero et al. [27]. Identifying these features will allow us to detect new instances of ASB.

ASB is broadly defined as any unconsidered action taken against individuals or groups of individuals that may cause harm or distress to society [5]. Often individuals involved in ASB have disclosed in advance their feelings and plans through oral or written language [30]. The Internet has been used as the outlet for the expression of such emotional states and/or plans of violent acts through the use of blogs or video sites [9]. Moreover, online communication is often used as a way of shouting out people’s intentions before engaging in their acts of violence [21] [2].

The growth of the volume of harmful material on the Web has resulted in increased research for its automatic detection [8]. Being able to automatically detect negative material is beneficial, for instance, to managers of websites that allow users to post content or as part of an early warning system to authorities on possible threats to public safety. The automatic detection of ASB could also give rise to self-awareness systems for the individuals that are expressing thoughts or emotions related to ASB.

* This paper is based on M. Munezero, M. Mozgovoy, T. Kakkonen, V. Klyuev and E. Sutinen, Antisocial Behavior Corpus for Harmful Language Detection published in the proceedings of the 3rd International Workshop on Advances in Semantic Information Retrieval (part of the FedCSIS’ 2013 conference).
This paper investigates the linguistic features used in texts that relate to ASB. By employing ML algorithms we explore the linguistic features that can be used to reliably classify texts containing ASB. For our initial experiments, we explore the impact that BoW and emotions as linguistic features have on the classification of ASB.

2 Related work

Much of the research work on ASB has been performed in the realm of social sciences and psychiatry. There have also been efforts towards detecting and preventing physical manifestations of ASB (such as violence) in communities (e.g. the Home Office in United Kingdom\(^1\)). As such, this problem has not been particularly tackled from the perspective of computational linguistic analysis for early detection and intervention.

As no previous general models for detecting ASB from text exist, we provide an overview of the work done in the context of detecting cyberbullying, terrorism and criminal behaviour which all can be considered as specific forms of ASB.

Perhaps the most notable related work has been carried out in a research project entitled “Intelligent information system supporting observation, searching and detection for security of citizens in urban environment” [41]. The project aimed at automatic detection of terrorist threats and recognition of serious criminal behaviour or violence based on multi-media content. Within the context of INDECT, criminal behaviour is defined as “behaviour related to terrorist acts, serious criminal activities or criminal activities in the Internet”.

Our work differs from the one done in the INDECT project in the focus of the research. While INDECT aims at using the analysis of images, video, and text, our focus is on the analysis of text data.

In their cyberbullying study, Dinakar et al., [12] made use of YouTube comments that involved sensitive topics related to race and culture, sexuality and intelligence. Moreover, Yin et al. [45] made use of online forums for detecting online harassment. The cyber-pedophilia research by Bogdanova et al. [3] made use of perverted online journal texts based on which to learn models to discriminated pedophiles from non-pedophiles.

While the corpora used in the studies reported above contain some forms of negative behaviours, their focus is more than ours. We make use of a broader ASB corpus that contains text related to ASB ranging from suicide notes to terrorism and online threats.

2.1 Language expressivity in ASB

Fitzgerald [15] describes the language of ASB as being “deeply value laden, implying purposeful negative action and or behaviour harmful to others”. In addition, some researchers have suggested that certain emotions are closely associated with ASB. Some of these emotions include anger, frustration, arrogance, shame, anxiety, depression, sadness, low levels of fear, and lack of guilt [7]. Based on these descriptions, it is reasonable to expect some distinguishing linguistic features in the ASB corpora that may include the use of words that are deemed threatening, harmful or related to violence and emotions that are perceived as overly negative.

2.2 Detecting emotions from text

Emotions have long been investigated in several studies ranging from social psychology to computational linguistics [19]. Lists of primary or “basic” emotions have been put forward in the psychological field prominently by Frijda [16], Ekman [13] and Plutchik [34] among others. The basic emotion categories used in these lists include: anger, sadness, joy, love, surprise, happiness, fear, and disgust (see [28] [37], for a detailed compilation of primary emotion lists). Within the Natural Language Processing (NLP) research community, more often than not researchers use Ekman [13] six basic emotion categories: anger, disgust, fear, happiness, surprise and sadness [1] [39].

Performing emotion analysis on various types of text can help us understand and measure the emotions expressed in them. Broadly speaking, two main methods exist for the analysis of emotions within the NLP community: word lists-based and ML-based. Word list based methods use lexical resources such as lists of emotion-bearing words, lexicons or affective dictionaries [29] [14], and databases of commonsense knowledge [20]. The General Inquirer (GI) [38], the Affective Norms for English Words (ANEW) [4], the WordNet-Affect [40] [42], and more recently the NRC word-emotion association lexicon [25] [24], are all well-known lexical resources.

Whereas ML based methods cast the problem as a multi-class classification problem, for instance, the automatic emotion classification of news headlines into emotion categories [10]. A significant amount of annotated data is required that represents each of the emotions that are used as the classes. In this work, we use ML to classify texts as containing ASB or not. Our aim is to investigate which features are the best for indentifying instances of ASB in texts.

3 Experimental design

For an exploratory purpose, we conducted four experiments using the ASB corpus. We approached the classification task as a binary classification task, that is, a document is classified as either containing or not containing ASB. We compared the positive ASB texts first with each of the three negative sets of examples (Sect 3.1) and then all the corpora together. We approached it in this manner because: firstly the corpora are written in different styles and we wanted to observe whether ASB texts show some distinct characteristics allowing for successful classification from each of the
three negative sets, secondly because between the sets there was a balance in terms of the number of documents and average size in characters. We experimented with three supervised ML classifiers for the classification task (Sect 3.2) using three sets of features (Sect 3.3). Furthermore, with each experimental corpus, we used ten-cross validation, that is, the entire corpus was first partitioned into a training set and test set of 90% and 10% respectively, this process was performed ten times. The average results of the ten-cross validation are reported in Section 4.

3.1 Corpora
The following subsections describe each of the four text corpora used in the experimental study. As we are firstly concerned with the binary classification analysis, we compared both positive (those with ASB) (Sect 3.1.1) and negative (Sect 3.1.2 – 3.1.4) examples (non-ASB texts). In order to obtain the negative examples, we used two popular sentiment corpora, movie reviews [31], the emotion annotated corpus, ISEAR [36] and factual Wikipedia article extracts [44]. Table 1 summarises the documents in the four corpora.

3.1.1 ASB corpus
The ASB corpus is a collection of aggressive, violent, and hostile texts. The texts were collected from various blog posts and news-websites which Munezero et al. [27] could conclusively identify as being ASB. In total 148 documents were identified as ASB. The collection is all English texts, having topics such as: serial killer manifestos, antisocial texts, terrorism, violence-based texts, and suicide notes.

Important to us, the messages in these documents are reflective of the author's thoughts and emotions. The corpus was collected specifically for the purpose of detecting ASB, conflict, crime and violence behaviour from text documents. The collection is based on the research on ASB that has shown that aggression, violence, hostility, and lack of empathy are among the traits that are most directly associated with ASB [6][32].

3.1.2 International Survey on Emotion Antecedents and Reactions
The ISEAR corpus is a collection of student reports on situations in which the respondents felt any of the seven major emotions: joy, fear, anger, sadness, disgust, shame, and guilt. The responses include descriptions of how they appraised the situation and how they reacted [36].

3.1.3 Movie reviews
This collection consists of 2000 movie reviews. They are labelled in respect to their polarity: negative and positive. The corpus was first used in [31], and now is often applied in sentiment analysis and opinion mining research as a standard development and test set.

3.1.4 Wikipedia text extracts
We searched and collected Wikipedia articles by using similar concepts such as those we found to be characteristic ASB: killing, terror, violence, aggression, and frustration. The aim of including these texts was to observe how well our classification algorithms could distinguish between ASB texts and informative texts containing similar keywords.

Table 1: Corpora description with source, number of documents and average document size

<table>
<thead>
<tr>
<th>Corpus</th>
<th>Source</th>
<th>No. of Documents</th>
<th>Avg. Document Size (characters)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASB</td>
<td>[27]</td>
<td>148</td>
<td>680</td>
</tr>
<tr>
<td>ISEAR</td>
<td>[36]</td>
<td>265</td>
<td>110</td>
</tr>
<tr>
<td>Movie reviews</td>
<td>[31]</td>
<td>178</td>
<td>390</td>
</tr>
<tr>
<td>Wikipedia extracts</td>
<td>[44]</td>
<td>212</td>
<td>680</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>803</td>
<td>1860</td>
</tr>
</tbody>
</table>

3.2 Classifiers
For classifying the documents into the two classes, we experimented with three supervised ML classifiers: Multinomial Naive Bayes, SMO for the implementation of Support Vector Machines, and J48 for Decision Trees. The three selected algorithms have shown to be effective in various text classification studies. We made use of the WEKA tool [17] to implement the classifiers used in our study.

Multinomial Naïve Bayes (MNB). The NB classifier is a probabilistic model that assumes independence of the attributes used in the classification. The classifier has shown good performance even when the sample size is small [11]. We used the MNB classifier implemented in WEKA, which uses a multinomial distribution for each of the features.

Support Vector Machine (SVM) is based on the maximum margin hyperplane rather than probabilities as the Naïve Bayes [23]. The SVM classifier aims to find a hyperplane, represented by a vector that maximally separates the document vectors in one class from those in the other [31].

J48 Decision Tree (J48) is an implementation of the C4.5 decision tree in WEKA. Decision trees are predictive models that are used for classification tasks by starting at the root of tree and moving through it until a leaf is encountered [35]. The decision tree is built from the input training data using the property of information gain or entropy to build and divide nodes of the decision tree in a manner that best represents the training data and the feature vector [12].
3.3 Classification features

3.3.1 Bag-of-Words
As a first experiment with the ASB corpus, we used the Vector Space Model approach so as to consider the words as independent entities. The model makes an implicit assumption that the order of words in document does not matter, which is also referred to as the Bag-of-Words (BoW) assumption. The approach is sufficient for many classification tasks, as the collection of words appearing in the document (in any order) is usually sufficient to differentiate between semantic concepts [23]. Each document in the corpora was represented as a feature vector composed of binary attributes for each word that occurs in the file.

Let \( f_1, \ldots, f_m \) be a predefined set of \( m \) features that can appear in a document. Let \( n_f(d) \) be the number of times \( f_i \) occurs in a document \( d \). Then each document \( d \) is represented by the document vector \( d:=(n_1(d), n_2(d), \ldots, n_m(d)) \) [31]. If a word appears in a given document, its corresponding attribute is set to 1; otherwise it is set to 0. Generally, the BoW approach works well for text classification. However, it does not take into consideration any semantic and contextual information.

Moreover, in order to reduce the number of words in the BOW representation we used the LovinsStemmer [22] in order to replace each word by its stem.

3.3.2 Emotions
Emotions reveal connections of individuals to values in the social world and hence, are the triggers of many social psychological phenomena, such as altruism, antisocial behavior and aggression [32]. In our experiments, we analyse in particular, emotions that might be present in the ASB corpus and analyse whether they are reliable classification features.

To identify the emotions presented in the corpora, we made use of an emotion ontology introduced in [26]. It is an ontology of emotion categories whereby each category contains a set of emotion classes and emotion words. Figure 1, demonstrates the negative emotion with samples from the disliking class.

The emotion ontology is based on WordNetAffect and it contains 85 classes and 1,499 words. On average, the ontology contains 17.6 words per emotion class which gives a relatively wide coverage of emotion classes and emotion words. This together with the fact that the ontology was not fitted on to any particular dataset or text corpus makes it suitable to be used in our experiments as a basis for ASB classification.

For the classification, we made use of two types of emotion-based features: ontology-dependent and ontology-independent emotion features. The ontology-dependent features are collected through a tagging process using the emotion ontology. Through the tagging process, we collected tags such as the sum of all the relative frequencies of the emotion classes that belong to the emotion categories represented in the ontology. While the ontology-independent emotion features were obtained by using the SentiStrength system [42] to calculate the emotion strength of a text.

4 Results
For an exploratory purpose, we conducted four experiments using the ASB corpus and three corpora as negative examples of ASB (Subsection 3.1.2 - 3.2.4). We explored the impact that BoW and emotions as classification features have on the detection of ASB texts. In the first experiment, binary classifiers using the three classifiers described in Subsection 3.2 were trained on ASB+ISEAR, in the second on ASB+Movie reviews, and in the third on ASB+Wikipedia extracts. Finally, all the corpora were combined into a single data set.

The performances of the classifiers were then compared in terms of accuracy, precision, recall and F-measure. We made use of ten-fold cross validation whereby samples of data are randomly drawn for analysis and the classification algorithm then computes predicted values [23]. Table 2, 3 and 4 show the average of the ten-fold cross validation results on the corpora for each of the ML classifiers with a) BoW, b) emotions, and c) emotions + BoW, as features.
Using SVM classifier, the emotion + BoW features performed better in two of the experiments (ASB+ISEAR and ASB+wikipedia). With J48, the emotions were the better discriminator for the ASB+ISEAR. However the BoW model performed better for the other sets. In looking at the MNB classifier, the emotions + BoW feature set performed better in all the three sets. Hence, in majority of the cases, the addition of emotions to BoW provided better accuracy results. We note that our experiments are preliminary, especially as there is no standard ASB corpus available and the number of documents in the ASB corpora is relatively small.

Figure 3 summarizes the accuracy results of the three classifiers using both the emotions + BoW as features. From Figure 3, we see that accuracy results in all three classifiers are over 85% which indicates a relatively high accuracy. The best accuracy (99.6%) was reached on the
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We further noted that when all the four corpora (ASB + ISEAR + MovieReviews + Wikipedia) were combined, the classifiers were not learning. This was due to the imbalance in the class distribution, i.e. the majority of the texts were from the negative (not ASB) class, which then causes ML algorithms to perform poorly on the minority class [18]. However, with the MNB classifier, we observed that it was able to learn in spite of the imbalance.

A closer look at the most predictive features revealed emotion classes such as ‘general-dislike’, ‘hate’, ‘anxiety’, and ‘sadness’ as expected based on the known connection between ASB and negative emotions. Surprisingly, however the emotion class ‘affection’ also appeared as a contributing attribute.

### 5 Conclusion and Future Work

In this paper, we applied text classification techniques for the analysis and detection of ASB. We reported on experiments where the linguistic features, BoW and emotions were used for the classification of ASB. Our experimental results illustrated that linguistic features such as BoW and emotions can be used successfully to classify ASB in text. We found that the performance of MNB was consistently better than that of J48 and SVM when using the emotions + BoW features. In comparison, when using emotion features alone, the J48 and SVM had the highest accuracy on the ASB+ISEAR (84.9%) and with the BoW features alone, J48 had the highest accuracy with the ASB+MovieReview (98.1%). Thus both features are essential for achieving high classification accuracy.

Deeper analysis of the features further revealed subsets of emotion features that most contributed to the classification accuracy.

ASB is a growing concern to the society, and in some instances to the government and law enforcement agencies around the world. In line with creating a safer community, identifying the individuals who pose a danger to a community involves analysing the information they put forward. Thus future work involves exploiting the identified linguistic features to build a model to classify new instances of ASB in text as part of an early detection system. Using the features, we would also like to explore the categorizations between different types of ASB, for example physical manifestations of ASB such as violence to other individuals, and non-physical acts such as cyberbullying.

Additionally, with the identified features, we would like to extend the corpus. A larger corpus would allow us to have a larger training set for ML algorithms allowing for learning of new features for building a classification model. In this case, fewer than 200 records were used that could be confidently identified as ASB, and due to this amount, we observed that the SVM and J48 classification models were not learning due to the imbalance in the data. These experiments were our first attempt at automatically detecting ASB in texts. The results we demonstrated are promising, but experiments on large-scale data are necessary to confirm the robustness of our approach.

Moreover, in this paper, we investigated BoW and emotions as features, but in future we plan to include semantic analysis which could additionally reveal features for ASB identification.

Regardless, in our work, we have found that NLP techniques have potential for the early detection of ASB while the harmful behaviour might still be at its planning stage. Our results have direct applications for national and local security.
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