Dual Form, Duality Theorem,
Lagrange multiplier and KKT,



Wahba Representer Theorem

The solutions of certain risk minimization
problems involving an empirical risk term
and a quadratic regularizer can be
written as expansions in terms of the
training samples.
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Lagrange multiplier

min f (X, Y) o . »
stgiy)=c T AN =T 4G Y) =

op _ .00 _ .00 _,
x oy o ;.

Calculating this equations and discuss A
the possible solution from its results.




derivation

Lagrange multiplier E.g.

min f (X,y) =Xy
stg(x,y)=x"+y’ =1

Please solve it!!!



Duality Theorem

* The problem and its Lagrange multiplier

min f(X)
s.t.g(x)=0

* Its dual problem
e Advantage: change constraint problem to un- constraint problem

maxW (A1) = ¢(X(4), 1)
X(A) =arg mxin P(X,A)

—) d(X, )= T (X)+1g(X)=0



derivation

Duality Theorem E.g.

min f(X,y)=x"+Vy’
st.g(x,y): x+y=1

Please solve it by Duality Theorem!!!



Karush-Kuhn-Tucker Theorem (KKT)

* Given an optimization problem with constraints f
o . . . . X —
Active/inactive constraint —Vgl(x) ( ) G
min f (X) =C,

s.t. " M(X)=Cc,
g,(X) <0, 0,(x)=0
gz(x) < 09 gz(x):

cees —ng(X)
g,(x)=<0




Karush-Kuhn-Tucker Theorem (KKT)

VI (X)+ Vg, (X)+ a, Vg, (X) + 2,V (X) =0 _
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Karush-Kuhn-Tucker Theorem (KKT)

Let: f,g,heC

Let: X" be a regular point

and a local minimizer for
problem f subject to
h(x)=0,9(x)<0

Then,there exist A" e R™anda R’
(Da” 20

)VE(X)+ A" Vh(x)+a 'Vg(x')=0'
(3)a"g(x)=0

3.Da >0—>g(x)=0
(3.2)g(x)<0—>a =0



Karush-Kuhn-Tucker Theorem (KKT) E.g.

 Solve this problem with KKT

min

X —6X, +9+X +2X, +1
S.t.

X, — X, =1

X, +X, <2



Principal Component Analysis



Principle Component Analysis

e Suppose there are training samples with zero mean:
X, X,,...,X &R’
1’ 2,000’ n e

* Objective of PCA is to find a set of p<=d vectors in space RAd
containing the maximum amount of variance in the data.



Principal Component Analysis




derivation

Principal Component Analysis

Vv < X, V>
(|x|*cos)—=...=—
V| V]
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Principal Component Analysis




derivation

Principal Component Analysis

* The objective PCA is
* Given projected vectors

VIX,V X,V X,
* Variance N &
ol =—> (Vx-0=_=v[—> XX ]V
- N 4
I=1 1 N =1
C=—>) xX'
N 5

.
v=arg max Vv Cv
veRY JVI=1



derivation

Principal Component Analysis

T .
* How to solve V=arg max v Cv C:matrix
veR" |v|=1

f(v,A)=v'Cv—-A(V'v-1)

* Lagrangian of
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Principal Component Analysis

* Note: covariance matrix

C—iix xT—i[x X ]|
N — N N [2°°°>ndf °




